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ABSTRACT

We introduce OneCovariance, an open-source software designed to accurately compute covariance matrices for an arbitrary set of two-point
summary statistics across a variety of large-scale structure tracers. Utilising the halo model, we estimate the statistical properties of matter and
biased tracer fields, incorporating all Gaussian, non-Gaussian, and super-sample covariance terms. The flexible configuration permits user-specific
parameters, such as the complexity of survey geometry, the halo occupation distribution employed to define each galaxy sample, or the form of the
real-space and/or Fourier space statistics to be analysed.

We illustrate the capabilities of OneCovariance within the context of a cosmic shear analysis of the final data release of the Kilo-Degree
Survey (KiDS-Legacy). Upon comparing our estimated covariance with measurements from mock data and calculations from independent software,
we ascertain that OneCovariance achieves accuracy at the per cent level. When assessing the impact of ignoring complex survey geometry in the
cosmic shear covariance computation, we discover misestimations at approximately the 10% level for cosmic variance terms. Nonetheless, these
discrepancies do not significantly affect the KiDS-Legacy recovery of cosmological parameters. We derive the cross-covariance between real-space
correlation functions, bandpowers, and COSEBIs, facilitating future consistency tests among these three cosmic shear statistics. Additionally,
we calculate the covariance matrix of photometric-spectroscopic galaxy clustering measurements, validating Jackknife covariance estimates for
calibrating KiDS-Legacy redshift distributions. The OneCovariance can be found on GitHub together with a comprehensive documentation and
examples.
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1. Introduction

The current best practice to test the cosmological model of the Universe using the large-scale structure (LSS) are two-point functions.
These measurements typically involve the coherent weak lensing distortion of galaxy images and the correlation of galaxy positions.
All of them have been successfully measured and used for cosmological inference by the Kilo-Degree Survey (KiDS, see e.g.
Hildebrandt et al. 2017; Asgari et al. 2021; Heymans et al. 2021)1, the Dark Energy Survey (DES, see e.g. Abbott et al. 2018; Amon
et al. 2022; Abbott et al. 2022)2 and the Subaru Hyper Suprime-Cam (HSC, see e.g. Sugiyama et al. 2022; Hamana et al. 2020; Dalal
et al. 2023)3. These experiments have laid the groundwork for upcoming stage-4 surveys such as Euclid4, The Legacy Survey of
Space and Time (LSST)5 and Roman6. Leveraging galaxy positions and shapes enables the measurement of three unique two-point
functions, shape-shape (cosmic shear, CS), shape-position (galaxy-galaxy-lensing, GGL) and position-position (galaxy clustering,
GC). Aggregating these into a data vector establishes the standard 3 × 2-point analysis. The main ingredient in this kind of analysis
is the likelihood, which is commonly assumed to be Gaussian, so that it can be completely characterised by the data vector, model
prediction and covariance.

There are various approaches to computing or estimating the covariance matrix. The most direct method involves utilising the
data itself, generating pseudo-realizations through subsampling (Norberg et al. 2009; Friedrich et al. 2016; Mohammad & Percival
2022; Trusov et al. 2024). Alternatively, simulation suites can be used to estimate the covariance if enough realizations are available
and feasible (Hartlap et al. 2007; Harnois-Déraps et al. 2012; Dodelson & Schneider 2013; Heymans et al. 2013; Taylor et al. 2013;
Taylor & Joachimi 2014; Joachimi 2017; Sellentin & Heavens 2018; Harnois-Déraps et al. 2018). Lastly, theoretical modelling is
★ rreischke@astro.uni-bonn.de, reischke@posteo.net
1 https://kids.strw.leidenuniv.nl/
2 https://www.darkenergysurvey.org/
3 https://hsc.mtk.nao.ac.jp/ssp/

4 https://www.euclid-ec.org/
5 https://www.lsst.org/
6 https://roman.gsfc.nasa.gov/
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usually the most efficient and arguably the most fundamental way to estimate the covariance matrix (Takada & Jain 2004; Eifler
et al. 2009; Krause & Eifler 2017; Reischke et al. 2017; Joachimi et al. 2021; Friedrich et al. 2021). Each approach carries its own
advantages and disadvantages. Simulations tend to be relatively accurate, with systematic effects such as masking or variable survey
depth easily accounted for. However, obtaining an unbiased covariance estimate necessitates numerous realisations, with at least as
many simulations required as there are effective degrees of freedom in the data for the covariance matrix to be invertible. Current
surveys typically involve around 102 − 103 data points, while upcoming stage-4 surveys will boast 104 data points for standard two-
point statistics. Consequently, significant data compression (e.g. Heavens et al. 2000; Asgari & Schneider 2015; Heavens et al. 2017)
or running numerous computationally intensive simulations is necessary. Conversely, theoretical covariances are comparatively
inexpensive to compute, although modelling the aforementioned systematic effects is difficult and simulation-based covariance
matrix estimation might be more accurate. While subsampling techniques offer a potential quick way to self-consistently estimate
the covariance directly from the data. However, they tend to be biased on large scales, where the subsamples are not independent
due to cosmic variance.

Due to the symmetries of the Friedmann-Lemaître-Robertson-Walker metric, theoretical computations are typically conducted in
harmonic (Fourier) space. Rotational symmetry results in the decoupling of different angular multipoles, ℓ, allowing for considerable
data compression. However, observations of a masked sky compromise the orthogonality of the spherical harmonic basis, leading
to mode coupling that necessitates careful modelling, known as pseudo-𝐶ℓ (see e.g. Hikage et al. 2011; Becker et al. 2016; Hikage
et al. 2019; Alonso et al. 2019; Nicola et al. 2021; Loureiro et al. 2022; von Wietersheim-Kramsta et al. 2025). Unlike in harmonic
space, standard real space correlation functions do not face these limitations to the first order in signal modelling, they encompass
𝑤(𝜃), 𝛾t (𝜃), and 𝜉± (𝜃) for GC, GGL, and CS respectively7. However, photometric galaxy surveys introduce a broad radial window
function, mixing different physical scales and complicating efforts to disentangle them and mitigate astrophysical effects on small
scales. Moreover, correlation functions integrate over the angular power spectra with an oscillatory but broad integration kernel,
resulting in limited control over the physical scales influencing the measurements. Leakage from very low multipoles can alter the
Gaussianity of the likelihood at large angular scales (Sellentin et al. 2018; Louca & Sellentin 2020; Oehl & Tröster 2024), while
significant contributions from highly non-linear and theoretically uncertain scales occur at small angular separations. Importantly,
the cosmological lensing signal does not produce 𝐵-modes to first order, as it represents the gradient of the lensing potential.
Consequently, the 𝐵-mode signal serves as a consistency check for systematic effects. However, real space correlation functions mix
𝐸- and 𝐵-modes, complicating the interpretation of these tests (see e.g. Schneider & Kilbinger 2007).

The aforementioned problems of real space correlation functions are partially alleviated by considering different derived summary
statistics. In weak lensing surveys and in particular KiDS, two alternatives to real space correlation functions used are band powers
(Schneider et al. 2002) and COSEBIs (Schneider et al. 2010). While the former approximately separates 𝐸 and 𝐵 modes, the
latter yields a complete separation by definition. The demonstration of consistent parameter constraints over a set of summary
statistics adds significant confirmation to the robustness of the pipelines used, the systematics involved and the overall fidelity of the
cosmological inference. Although many of these methods have been integrated within the community for a 3 × 2-point analysis and
are publicly available for model predictions, a unified framework for the covariance matrix in the cosmological community for all
kinds of summary statistics has been absent.

While some of the previously mentioned tools for calculating the covariance matrix are publicly available (see e.g. Krause &
Eifler 2017; Fang et al. 2020), they possess limited flexibility or lack comprehensive functionality when it comes to exchanging
tracer fields, summary statistics, weight functions, bias, or halo occupation distribution prescriptions. Furthermore, it is not always
straightforward to input files of pre-calculated quantities into these codes. Therefore, this paper presents the analytical covariance
matrices alongside a Python code, the OneCovariance code, encompassing all functionalities used in the standard analysis of
KiDS, ranging from CS (Asgari et al. 2021) alone to a full 3 × 2-point analysis (Joachimi et al. 2021; Heymans et al. 2021),
incorporating the stellar mass function (Dvornik et al. 2023), and employing all three types of summary statistics, i.e. real space
correlation functions, bandpowers and COSEBIs/Ψ-stats8 , used in KiDS for CS, galaxy clustering and galaxy-galaxy lensing as
well as arbitrary cross-correlations between those. Moreover, it remains flexible enough to accommodate very general inputs and
therefore can be used by any survey or collaboration to obtain quick and easy covariance matrices for photometric LSS observables.

The goal of this paper is threefold: (𝑖) to furnish a comprehensive and instructive document encompassing all components
required for theoretical computations of LSS covariances in photometric galaxy surveys, consolidating everything into a unified
code, which we call OneCovariance, accessible to the cosmological community for generating covariance matrices effortlessly for
any projected LSS parameter. (𝑖𝑖) To introduce the mocks used for the validation of the covariance matrix in the final CS analysis of
the Kilo-Degree Survey (KiDS-Legacy) featuring among others a realistic footprint and variable number density. (𝑖𝑖𝑖) To employ the
OneCovariance code in diverse scenarios. Our focus here, besides CS in KiDS-Legacy, includes the covariance matrix of clustering
redshifts (van den Busch et al. 2020) and the cross-correlation between different summary statistics (Asgari et al. 2021). It should
be highlighted that the OneCovariance code, while showcased for KiDS, is completely general and can be used for all kinds of
different types of analysis via simple file inputs to acquire fast covariance estimates.

Since the CS catalogue of KiDS-Legacy is not final at this stage, we will only perform simulations and comparisons for KiDS-
Legacy-like settings. However, we do not anticipate any major changes which would influence the covariance validation. We will
refer to data products that are final as of the writing of this paper as KiDS-Legacy, and to simulations or data products with nearly
final settings as KiDS-Legacy-like. Furthermore, we generally refer to KiDS-Legacy as the entirety of the final analysis of the last
data release of KiDS.

We organize the manuscript as follows: In Section 2 we discuss some general properties of covariance matrices in cosmology,
its definition, different contributions and the flat sky approximation. Section 3 discusses the prescription for non-linear structure

7 See Equation (59), Equation (58) and Equation (56) for their respec-
tive definitions.

8 Note thatΨ-stats are the COSEBIs-equivalent for GGL and GC equiv-
alent.
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formation. Here we will focus on a halo model-based description of structure formation, and we will discuss all its ingredients. The
projection along the line-of-sight and the corresponding covariance in harmonic space is discussed in Section 4. We then discuss the
projection to observables in Section 5 and describe the motivation and features of the OneCovariance code in Section 6. Subsequent
sections feature applications of the code to specific examples. We introduce a KiDS-Legacy-like CS sample in Section 7 and describe
the general characteristics of the covariance matrix as well as the influence of its modelling choices on parameter inference. Then,
Section 8 presents the KiDS-Legacy-like mocks, incorporating variable depth, and demonstrates the overall agreement between the
analytical and numerical covariances. The results section concludes with Section 9, which showcases two additional applications
of the covariance matrix utilised in KiDS-Legacy: covariances between different summary statistics for consistency tests and the
covariance for clustering redshift calibration. To facilitate swift access, we highlight key plots at the outset of each results section.
Finally, in Section 10 and, Section 11 we examine the current status and capabilities of the code, along with future directions and
conclusions.

2. Covariance matrices in photometric galaxy surveys

In this section, we will outline the general theoretical modelling involved in constructing the covariance matrix. We aim to separate
this discussion from the precise prescription of non-linear structure formation, which is described in more detail in Section 3. This
separation allows us to distinguish observational definitions from the theoretical framework as clearly as possible.

2.1. General considerations

Cosmological analyses of the LSS hinge on estimating a two-point function between any pair of observables (tracers), denoted as
𝑡𝑖
[
𝛿
]
, which are functionals of the underlying matter field, 𝛿(𝒙, 𝜒). Here, 𝒙 represents a spatial co-moving vector (i.e. a 3-dimensional

vector in a spatial hyper-surface), and 𝜒 denotes the co-moving distance. These two-point functions can be aggregated into a vector
O with components

O𝛼 B
〈
𝑡𝑖
[
𝛿
]
𝑡 𝑗
[
𝛿
]〉

𝛼 ∈ {all unique combinations of (𝑡𝑖 , 𝑡 𝑗 )} . (1)

Here, the angular brackets, ⟨·⟩, denote an ensemble average, akin to a spatial average (for more details on this ergodicity argument
see e.g. Desjacques et al. 2021). The number of unique combinations depends on the tracer used; if the underlying tracer is the
same and 𝑖 simply labels a subset such as tomographic bins, 𝑖 ≤ 𝑗 , otherwise, all combinations can exist. The components of the
covariance matrix are then defined as

(C)𝛼𝛽 ≡ Cov(O𝛼, O𝛽) B
〈
(O𝛼 − ⟨O𝛼⟩)(O𝛽 − ⟨O𝛽⟩)

〉
. (2)

Typically, we are provided with the statistical properties of the density field 𝛿 from theoretical calculations or numerical simulations,
rather than those of its tracer. If the mapping from 𝛿 to 𝑡𝑖 is linear, all the statistical properties of 𝛿 extend accordingly to 𝑡𝑖 . However,
this is not always the case, such as in a perturbative bias expansion or the reduced shear beyond linear order. For simplicity, we
assume ⟨𝑡𝑖 [𝛿]⟩ = 0, resulting in the following breakdown of Equation (2) using Equation (1) and Wick’s theorem:

𝐶𝑖 𝑗𝑚𝑛 = ⟨𝑡𝑖𝑡𝑚⟩⟨𝑡 𝑗 𝑡𝑛⟩ + ⟨𝑡𝑖𝑡𝑛⟩⟨𝑡 𝑗 𝑡𝑚⟩ + ⟨𝑡𝑖𝑡 𝑗 𝑡𝑚𝑡𝑛⟩c . (3)

Here, we have omitted the argument of the different tracers, [𝛿], for notational simplicity. The first two terms are known as Gaussian
terms, deriving from products of the original observable, while the subscript ‘c’ in the last term denotes the connected part of the
correlator, i.e. the term originating from a genuine four-point function and not the product of two-point function. This quantity
vanishes for Gaussian fields. For surveys with incomplete sky coverage, the connected part of the covariance can be decomposed
into a part arising from modes within the survey, termed the non-Gaussian (nG) component, and a term generated by modes larger
than the survey, known as the super-sample covariance (SSC, Takada & Hu 2013):

⟨𝑡𝑖𝑡 𝑗 𝑡𝑚𝑡𝑛⟩c = ⟨𝑡𝑖𝑡 𝑗 𝑡𝑚𝑡𝑛⟩nG + ⟨𝑡𝑖𝑡 𝑗 𝑡𝑚𝑡𝑛⟩SSC . (4)

It should be noted that both these terms are entirely arising from the connected term. Particularly, the SSC term stems from the
cosmic variance’s reaction to unobservable modes, manifested as the squeezed limit of a connected four-point function (Linke et al.
2024).

Real observables invariably serve as discrete tracers of the underlying smooth field, hence they are subject to stochastic noise
due to the finite number of tracers, such as galaxies. Hence, one can schematically express:

𝑡𝑖 = 𝑡𝑖 + 𝑛𝑖 , (5)

where 𝑛𝑖 denotes some stochastic noise component, this component emerges only when the same object correlates with itself and is
thus also referred to as the shot or shape noise component for galaxy clustering or CS, respectively. With this understanding, assuming
that the signal does not correlate with the noise, the Gaussian terms, i.e., the first two terms in Equation (3), each decompose into
three components:

⟨𝑡𝑖𝑡𝑚⟩⟨𝑡 𝑗 𝑡𝑛⟩ ∼ ⟨𝑡𝑖𝑡𝑚⟩⟨𝑡 𝑗 𝑡𝑛⟩︸        ︷︷        ︸
sample variance

+ ⟨𝑡𝑖𝑡𝑚⟩⟨𝑛 𝑗𝑛𝑛⟩ + ⟨𝑡 𝑗 𝑡𝑛⟩⟨𝑛𝑖𝑛𝑚⟩︸                               ︷︷                               ︸
mixed

+ ⟨𝑛 𝑗𝑛𝑛⟩⟨𝑛𝑖𝑛𝑚⟩︸           ︷︷           ︸
shot/shape noise

, (6)

distinguished by their scaling with the signal. Note that the sample variance term is often called cosmic variance in the literature.

Article number, page 3 of 38



A&A proofs: manuscript no. output

2.2. Angular polyspectra and Limber approximation

Observables of (photometric) galaxy surveys are projected quantities of three-dimensional fields. Consider such a three-dimensional
field 𝐴(𝒙, 𝑓K𝜒(𝑧)) ∈ {𝑡𝑖} at position 𝒙 and redshift 𝑧. Its projected version, 𝑎( �̂�), is:

𝑎( �̂�) =
∫

d𝜒 𝑊𝐴(𝜒)𝐴( 𝑓K (𝜒) �̂�, 𝜒) , (7)

where 𝑊𝐴(𝜒) is some weighting function whose exact form is probe specific and will be discussed in Section 4. �̂� is the unit vector
on the sphere and 𝑓K (𝜒) is the co-moving angular diameter distance, such that 𝒙 = 𝑓K (𝜒) �̂� and 𝜒 the co-moving radial distance. In
Appendix B the definitions for a spherical harmonic decomposition of the projected field, 𝑎, are given. Leveraging those relations,
the two-point function defines the angular power spectrum, P𝑎1𝑎2 (ℓ1), of the two-dimensional fields 𝑎1 and 𝑎2 as follows:〈
𝑎1,ℓ1𝑚1

𝑎2,ℓ2𝑚2

〉
B P𝑎1𝑎2 (ℓ1)𝛿K

ℓ1ℓ2
𝛿K
𝑚1𝑚2

=
2
π

∫
d𝜒1𝑊𝑎1 (𝜒1)

∫
d𝜒2𝑊𝑎2 (𝜒2)

∫
𝑘2d𝑘 𝑃𝐴1𝐴2 (𝑘, 𝜒1, 𝜒2) 𝑗ℓ (𝑘 𝑓K (𝜒1)) 𝑗ℓ (𝑘 𝑓K (𝜒2)) 𝛿K

ℓ1ℓ2
𝛿K
𝑚1𝑚2 . (8)

here the dependence on 𝜒1 and 𝜒2 of the 3-dimensional power spectrum, 𝑃𝐴1𝐴2 (𝑘, 𝜒1, 𝜒2), was made explicit. 𝛿K
𝑖 𝑗

is the Kronecker
delta. The more general equation for higher-order correlators is provided in Appendix C. Throughout this paper the geometric mean
is used to approximate the unequal time correlator such that for the power spectrum:

𝑃𝐴1𝐴2 (𝑘, 𝜒1, 𝜒2) ≈
[
𝑃𝐴1𝐴2 (𝑘, 𝜒1)𝑃𝐴1𝐴2 (𝑘, 𝜒2)

]1/2
, (9)

which is an excellent approximation for almost all practical purposes (Castro et al. 2005; Kitching & Heavens 2017; Kilbinger et al.
2017; Chisari & Pontzen 2019; de la Bella et al. 2021).

In the flat sky limit (in which case the transform to spherical harmonics essentially becomes a two-dimensional Fourier transform,
see Appendix D) angular polyspectra can be approximated using the Limber approximation (Limber 1953; Loverde & Afshordi
2008; Leonard et al. 2023):

⟨𝑎ℓ1𝑚1 ...𝑎ℓ𝑛𝑚𝑛
⟩ ∼

∫
d𝜒

𝑓K (𝜒)2𝑛−2𝑊𝐴1 (𝜒) . . .𝑊𝐴𝑛
(𝜒)𝑃𝐴1...𝐴𝑛

(
ℓ1 + 0.5
𝑓K (𝜒)

, . . . ,
ℓ𝑛 + 0.5
𝑓K (𝜒)

, 𝜒

)
, (10)

where geometrical factors occurring in Equation (C.7) are disregarded due to the flat sky approximation. For 𝑛 > 3 this expression
assumes that the angular average over possible configurations has already been carried out on the flat sky. The use of the Limber
approximation introduces negligible biases in cosmological parameter inference when considering CS only (ss e.g. Joachimi et al.
2021; Leonard et al. 2023). Therefore, we will, unless stated otherwise, utilise Equation (10) for projected fields.

3. Non-linear evolution: halo model

Due to the non-linearity of gravity and the complex interaction between cold dark matter and baryons, understanding structure
formation in cosmology presents a formidable challenge. Various approaches have been developed to tackle this issue. These include
standard perturbation theory (SPT, for an exhaustive review see Bernardeau et al. 2002), halo model approaches (HM, see e.g. Seljak
2000; Cooray & Sheth 2002; Asgari et al. 2023), effective field theory (EFT, Carrasco et al. 2012), or kinetic field theory (KFT, e.g.
Bartelmann et al. 2021).

On top of modelling the non-linear evolution of the smooth dark matter density field, there are additional complications: (𝑖)
The total matter power spectrum encapsulates the clustering of both cold dark matter and baryons. Processes such as star formation,
supernovae, active galactic nuclei (AGN), and cooling can displace baryons relative to dark matter, leading to a spatial distribution
of total matter that differs from that of cold dark matter alone. This phenomenon is collectively known as baryonic feedback (see
e.g. Semboloni et al. 2013; Somerville & Davé 2015; Vogelsberger et al. 2020; Chisari et al. 2019b; Nicola et al. 2022). (𝑖𝑖) The
tracers discussed in Section 2 are biased representations of the underlying matter distribution. This bias is most prominent in galaxy
surveys (referred to as galaxy bias, see e.g. Desjacques et al. 2018, for a review), but also affects CS measurements through intrinsic
alignment (IA) effects (see e.g. Schaefer 2009; Joachimi et al. 2015; Vlah et al. 2020; Fortuna et al. 2020, for reviews), which can
be treated similarly to galaxy bias using an effective field theory (EFT) approach.

While perturbative approaches such as EFT are technically more rigorous than non-perturbative (but phenomenological) halo
model calculations, they do not allow progressing into the highly non-linear regime which is crucial for signals with low signal-to-
noise such as CS. In other words, the significance of the CS measurement is not large enough to fit all the EFT nuisance parameters and
all cosmological information would be lost. Hence, incorporating prior knowledge regarding the statistical properties of the matter
distribution via a halo model is key if one wants to access highly non-linear scales. Although KFT offers, in theory, an alternative
route, it still has to be shown to provide good fits for models including baryonic feedback and higher order statistics necessary for
the covariance. Since the halo model has been shown to be flexible enough to describe different cosmological observations into the
non-linear regime9 (see Mead et al. 2020, and references therein), we will stick to a halo model approach in this paper, following the

9 It should be noted that the vanilla halo model requires some more
attention to accurately fit the transition region between the one-halo
and two-halo term. Furthermore, for higher order statistics these tweaks

become more involved (see Takahashi et al. (2020) for the bispectrum).
However, for the trispectrum contribution to the covariance, the accuracy
of the halo model is, at least currently, sufficient.
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methodology of KiDS-1000 (Joachimi et al. 2021). However, it is worth noting that the code presented here is sufficiently flexible to
accommodate any external power spectra, power spectrum response, and/or tri-spectra for subsequent calculations. The halo model
assumes that the cosmic density field is entirely composed of dark matter halos, whose distribution is governed by a mass function.
By assuming a density profile and a halo bias, we can calculate the statistical properties of the matter field. Populating each halo
with galaxies using a halo occupation distribution (HOD) enables a versatile model that accurately predicts the statistical properties
of CS, GC, GGL for the cross-correlation between the two galaxy samples.

3.1. Halo Model Ingredients: galaxy bias and halo occupation distribution

Here we briefly summarise the components involved in the halo model calculations of matter and galaxy polyspectra. Galaxy bias is
addressed through an HOD prescription (van den Bosch et al. 2013; Dvornik et al. 2018; Lacasa et al. 2014; Lacasa 2018; Reischke
et al. 2020; Dvornik et al. 2023). To achieve this, one employs a biasing function, 𝑏(𝑀), depending on halo mass 𝑀 , defined via the
average number density of galaxies ⟨𝑁 |𝑀⟩ in a halo of mass 𝑀

𝑏(𝑀) B �̄�m (𝑧)
�̄�g (𝑧)

⟨𝑁 |𝑀⟩
𝑀

, (11)

where �̄�g is the average number density of galaxies and �̄�m (𝑧) is the mean matter density in the Universe at redshift 𝑧. Average
quantities in the occupation distribution are defined as:

⟨𝑁 |𝑀⟩ B
∞∑︁

𝑁=0
𝑁𝑃(𝑁 |𝑀) , (12)

where 𝑃(𝑁 |𝑀) is the probability of a halo to be occupied with 𝑁 galaxies. Moments of the bias at a redshift 𝑧, or any halo-related
quantity, 𝐴(𝑀, 𝑧), are calculated via the differential number density of halos of mass 𝑀: the halo mass function 𝑛h (𝑀, 𝑧)

⟨𝐴⟩(𝑧) B
∫

d𝑀 𝑛h (𝑀, 𝑧)𝐴(𝑀, 𝑧) . (13)

The halo model assumes that all matter in the Universe is bound in halos. We assume those halos to be spherically symmetric and
to have an average density profile 𝜌h (𝑟 |𝑀) = 𝑀𝑢h (𝑟 |𝑀), such that 𝑢h is normalised and can be used in Equation (13) without
introducing additional normalization factors. The galaxy populations can be split up into central, ‘c’, and satellite, ‘s’, galaxies
with different halo profiles 𝑢c/s and halo occupations ⟨𝑁c/s |𝑀⟩. If there is a central galaxy in a halo on average, ⟨𝑁c |𝑀⟩ = 1 the
distribution of additional galaxies, i.e. the satellites, is assumed to be Poisonnian. This allows us to calculate the expected number
of 𝑛-tuples, ⟨𝑁 (𝑛) |𝑀⟩ in a halo, as required for the 1, ..., 4-halo terms

⟨𝑁 |𝑀⟩ = ⟨𝑁c |𝑀⟩ + ⟨𝑁s |𝑀⟩ 𝑛 = 1 ,

⟨𝑁 (𝑁 − 1) |𝑀⟩ = ⟨𝑁c |𝑀⟩
(
⟨𝑁s |𝑀⟩2 + 2⟨𝑁s |𝑀⟩

)
𝑛 = 2 ,

⟨𝑁 (𝑁 − 1) (𝑁 − 2) |𝑀⟩ = ⟨𝑁c |𝑀⟩
(
⟨𝑁s |𝑀⟩3 + 3⟨𝑁s |𝑀⟩

)
𝑛 = 3 ,

. . . , (14)

where the number of tuples for each individual type e.g. ‘s’ and ‘c’ can be read off. In the case of matter, ‘m’, the HOD is set to the
halo mass 𝑀 for each point and the normalization is taken care of by �̄�m, i.e. ⟨𝑁m |𝑀⟩ = 𝑀 . It should be noted that sub-poissonian
behaviour was found in Dvornik et al. (2023) for the satellite population. This could, in principle, be accounted for by including
an additional free parameter on the two-point level. For the connected non-Gaussian term, this might lead to more complications.
However, we do not expect that the latter is dominating and would change cosmological results significantly. It is instructive to
introduce the following integrals (Cooray & Hu 2001; Takada & Hu 2013; Lacasa 2018) for the species 𝑋1, . . . , 𝑋𝜇:

𝐼𝛼𝜇,𝑋{𝜇}
(𝑘1, . . . , 𝑘𝜇, 𝑧) B

1
�̄�𝑋1 (𝑧) . . . �̄�𝑋𝜇

(𝑧)

∫
d𝑀 𝑛h (𝑀, 𝑧)⟨𝑁 (𝜇)

{𝑋} |𝑀⟩𝑏𝛼
h (𝑀, 𝑧)�̃�𝑋1 (𝑘1 |𝑀, 𝑧) . . . �̃�𝑋𝜇

(𝑘𝜇 |𝑀, 𝑧) , (15)

where 𝑏𝛼
h is the halo bias, for which we use the fitting function from Tinker & Wetzel (2010). �̃�(𝑘 |𝑀) is the Fourier transform of

the normalised halo profile. In Appendix E we provide �̃�(𝑘 |𝑀) for an NFW profile. However, they are in general arbitrary. Lastly,
the average number density 𝑛𝑋 (𝑧) can be calculated using Equation (13):

�̄�𝑋 (𝑧) =
∫

d𝑀 𝑛h (𝑀, 𝑧)⟨𝑁𝑋 |𝑀⟩ . (16)

Note again that �̄�m (𝑧) = �̄�m (𝑧) with this definition.
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3.2. Conditional stellar mass function

It remains to specify the occupation statistics of a galaxy with halo mass 𝑀 . As the fiducial model, we chose the conditional stellar
mass function (CSMF, Yang et al. 2009; Cacciato et al. 2009, 2013; van Uitert et al. 2016; Dvornik et al. 2018, 2023), specifying the
average distribution of galaxies of stellar mass 𝑀★ given they occupy a halo with mass 𝑀 . It is also split into centrals and satellites
so that the total CSMF is

Φ(𝑀★ |𝑀) = Φc (𝑀★ |𝑀) +Φs (𝑀★ |𝑀) . (17)

The two contributions are modelled as a log-normal and a modified Schechter function

Φc (𝑀★ |𝑀) = 1
√

2π ln(10)𝜎c𝑀★

exp
[
−

log(𝑀★/𝑀∗
c )2

2𝜎2
c

]
,

Φs (𝑀★ |𝑀) =
𝜙∗s
𝑀∗

s

(
𝑀★

𝑀∗
s

)𝛼s

exp

[
−
(
𝑀★

𝑀∗
s

)2
]
, (18)

for centrals and satellites respectively10. Here 𝜎c describes the scatter of stellar mass given a halo mass while 𝛼s describes the power
law scaling of the satellite abundance. It should be noticed that if 𝛼s < 0 the expression for Φs (𝑀★ |𝑀) would formally diverge
for low. masses. However, the existence of satellites in the HOD are always conditioned on the existence of a central galaxy, thus
ensuring convergence at low masses due to the exponential cut-off of Φc (𝑀★ |𝑀). All free parameters in this model can, in principle,
be arbitrary functions of the halo mass, 𝑀 . For this fiducial case, we follow Yang et al. (2009); Dvornik et al. (2018, 2023) and use
the following parametrization:

𝑀∗
c = 𝑀0

(𝑀/𝑀1)𝛾1

(1 + [𝑀/𝑀1])𝛾1−𝛾2
,

𝑀∗
s = 0.56𝑀∗

c (𝑀) ,

log 𝜙∗s = 𝑏0 + 𝑏1 log
(

𝑀

1013𝑀⊙ℎ−1

)
. (19)

Integrating the CSMF over the HMF yields the galaxy SMF:

Φ𝑋 (𝑀★) =
∫

d𝑀 Φ𝑋 (𝑀★ |𝑀)𝑛h (𝑀, 𝑧) . (20)

Likewise, the occupation number in a stellar mass bin [𝑀★,1, 𝑀★,2] is given by

⟨𝑁𝑋 |𝑀⟩ =
∫ 𝑀★,2

𝑀★,1

d𝑀★Φ𝑋 (𝑀★ |𝑀) , (21)

completing the HOD prescription. It should be noted that the covariance code presented here is modular and can support other HOD
prescriptions.

3.3. Halo Model Polyspectra

With the ingredients defined in the previous section, one can calculate the power spectrum between species 𝐴1 and 𝐴2, ignoring
non-linear bias terms (Mead & Verde 2021), as

𝑃𝐴1𝐴2 (𝑘, 𝑧) = 𝑃1h
𝐴1𝐴2

(𝑘, 𝑧) + 𝑃2h
𝐴1𝐴2

(𝑘, 𝑧) ≡ 𝐼0
2,𝐴1 ,𝐴2

(𝑘, 𝑘, 𝑧) + 𝐼1
1,𝐴1

(𝑘, 𝑧)𝐼1
1,𝐴2

(𝑘, 𝑧)𝑃lin (𝑘, 𝑧) , (22)

with the 1- and 2-halo term as well as the linear matter power spectrum 𝑃lin. The one-halo term will tend to be a constant as
𝑘 → 0 due to the infinite support of the halo profile. Due to this, it will overcome the two-halo term on large scales. To remove this
unphysical behaviour, we introduce a large-scale damping for the 1h term in Equation (22):

𝑃1h
𝐴1𝐴2

(𝑘, 𝑧) → 𝑃1h
𝐴1𝐴2

(𝑘, 𝑧) erf (𝑘/𝑘damp) , (23)

with a fiducial damping scale of 𝑘damp = 0.1 ℎ/Mpc. Likewise, the halo model trispectrum is split up into 1-4-halo terms:

𝑇𝑋1...𝐴4 (𝒌1, 𝒌2, 𝒌3, 𝒌4, 𝑧) = 𝑇1h
𝐴1...𝐴4

+ 𝑇2h
𝐴1...𝐴4

+ 𝑇3h
𝐴1...𝐴4

+ 𝑇4h
𝐴1...𝐴4

, (24)

10 Note that we refer to the natural logarithm as ln(𝑥) and to the logarithm
to base ten as log(𝑥).
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where it is understood that the right-hand side depends as well on (𝒌1, 𝒌2, 𝒌3, 𝒌4, 𝑧). The individual terms are given by

𝑇1h
𝐴1...𝐴4

= 𝐼0
4,𝐴1...𝐴4

(𝑘1, 𝑘2, 𝑘3, 𝑘4) , (25)

𝑇2h
𝐴1...𝐴4

=𝑃lin (𝑘1)𝐼1
3,𝐴2𝐴3𝐴4

(𝑘2, 𝑘3, 𝑘4)𝐼1
1,𝐴1

(𝑘1) + 3 perm. + 𝑃lin (𝑘12)𝐼1
2,𝐴1𝐴2

(𝑘1, 𝑘2)𝐼1
2,𝐴3𝐴4

(𝑘3, 𝑘4) + 2 perm. , (26)

𝑇3h
𝐴1...𝐴4

= 𝐵tree (𝒌1, 𝒌2, 𝒌34)𝐼1
2,𝐴3𝐴4

(𝑘3, 𝑘4)𝐼1
1,𝐴1

(𝑘1)𝐼1
1,𝐴2

(𝑘2) + 𝑃lin (𝑘1)𝑃lin (𝑘2) (27)

+ 𝐼1
2,𝐴3𝐴4

(𝑘3, 𝑘4)𝐼1
1,𝐴1

(𝑘1)𝐼1
1,𝐴2

(𝑘2) + 5 perm. ,

𝑇4h
𝐴1...𝐴4

=
∏
𝜇

𝐼1
1,𝐴𝜇

(𝑘𝜇)𝑇tree (𝒌1, 𝒌2, 𝒌3, 𝒌4) . (28)

We neglect the explicit dependence on redshift here and refer to Lacasa (2018) for an in-depth discussion. The perturbation theory
bispectrum and trispectrum is given by (Fry 1984)

𝐵tree (𝒌1, 𝒌2, 𝒌3) = 2𝐹s
2 (𝒌1, 𝒌2)𝑃lin (𝑘1)𝑃lin (𝑘2) + 2 perm. , (29)

𝑇tree (𝒌1, 𝒌2, 𝒌3, 𝒌4) = 4
[
𝐹s

2 (𝒌12,−𝒌1)𝐹s
2 (𝒌12, 𝒌3)𝑃lin (𝑘1)𝑃lin (𝑘12)𝑃lin (𝑘3) + 12 perm.

]
(30)

+ 6
[
𝑃lin (𝑘1)𝑃lin (𝑘2)𝑃lin (𝑘3)𝐹s

3 (𝒌1, 𝒌2, 𝒌3) + 4 perm.
]
,

where we omitted the explicit dependence on redshift. For the symmetric perturbation theory kernels, 𝐹s
𝑖
, we refer to Bernardeau

et al. (2002). The trispectrum relates to the nG term in Equation (4) for 𝒌1 = −𝒌2 and 𝒌2 = −𝒌4. Lastly, we specify the SSC (Takada
& Hu 2013; Krause & Eifler 2017; Barreira et al. 2018), i.e. the second term in Equation (4):

𝑇SSC
𝐴1...𝐴4

(𝑘1, 𝑘2, 𝑧) =
𝜕𝑃𝐴1𝐴2

𝜕𝛿bg
(𝑘1, 𝑧)

𝜕𝑃𝐴3𝐴4

𝜕𝛿bg
(𝑘2, 𝑧)𝜎2

bg, (𝐴1𝐴2 ) (𝐴3𝐴4 ) (𝑧) , (31)

note that 𝑘1 corresponds to the correlated pair 𝐴1, 𝐴2 and 𝑘2 to 𝐴3, 𝐴4. The responses are given as

𝜕𝑃𝐴1𝐴2

𝜕𝛿bg
(𝑘, 𝑧) =

[
68
21

− 1
3

d log 𝑘3𝑃𝐴1𝐴2 (𝑘, 𝑧)
d log 𝑘

]
𝐼1
1,𝐴1

(𝑘, 𝑧)𝐼1
1,𝐴2

(𝑘, 𝑧)𝑃lin (𝑘, 𝑧)

+ 𝐼1
2,𝐴1𝐴2

(𝑘, 𝑘, 𝑧) −
(
[𝑏𝐴1 + 𝑏𝐴2 ]𝑃𝐴1𝐴2 (𝑘, 𝑧)

)
if 𝐴1 ,𝐴2≠m . (32)

Note that in the last term the contribution of 𝑏𝐴𝑖
vanishes if the mean of 𝐴𝑖 is not constructed in the survey window, such as for CS.

The responses are defined with respect to fluctuations in the background, ‘bg’, matter field, which can be calculated directly from
the survey mask and its spherical harmonic decomposition:

𝜎2
bg, (𝐴1𝐴2 ) (𝐴3𝐴4 ) (𝑧) =

1
𝐴(𝐴1𝐴2 ) 𝐴(𝐴3𝐴4 )

∑︁
ℓ

𝑃lin (ℓ/𝜒)
∑︁
𝑚

𝑎
∗(𝐴1𝐴2 )
ℓ𝑚

𝑎
(𝐴3𝐴4 )
ℓ𝑚

. (33)

The bracket notation (𝐴1𝐴2) denotes the footprint of the survey over which the summary statistic between the tracers 𝐴1 and 𝐴2
has been evaluated. As expected 𝜎2

bg → 0 as 𝐴(𝐴1𝐴2 ) → ∞ due to statistical homogeneity and isotropy. If the survey footprint is not
available via a mask file, we will assume a circular footprint and follow Li et al. (2014)

𝜎2
bg, (𝐴1𝐴2 ) (𝐴3𝐴4 ) (𝑧) = 𝜒(𝑧)2

∫
𝑘d𝑘
(2π)2 𝑃lin (𝑘, 𝑧)

[
2J1 (𝑘 𝜒(𝑧)𝜃s)

𝑘 𝜒(𝑧)𝜃s

]2
, (34)

with a cylindrical Bessel function, J1, and the survey size 𝜃s =
√︁

max(𝐴(𝐴1𝐴2 ) 𝐴(𝐴3𝐴4 ) )/π, such that the larger survey area is used.

4. Harmonic space covariance

The components outlined in Section 3 can now be translated to harmonic space through the Limber projection, as given in
Equation (10). To achieve this, the line-of-sight weights, 𝑊𝑎𝑖 (𝜒), still have to be specified. The OneCovariance code typically
employs two types of tracers, 𝑎𝑖 , which can represent either the CS measured from a source galaxy sample, denoted m𝑖 or the
positions of a lens galaxy sample g𝑖 , respectively. In the literature, different terminologies exist. With a ‘source’ we refer to a galaxy
whose lensed ellipticity will be used. Conversely, a ‘lens’ is a galaxy whose position will be used. To summarise, GC would be the
‘lens’-‘lens’ auto-correlation, CS the ‘source’-‘source’ auto-correlation and GGL the ‘source’-‘lens’ cross-correlation. The index 𝑖

labels the tomographic bin of the corresponding sample. With this, the weight functions assume the following form

𝑊g𝑖 (𝜒) = 𝑛
(𝑖)
l (𝜒) , (35)

𝑊m𝑖
(𝜒) =3 𝑓K (𝜒)Ωm

2𝜒2
H𝑎

∫ 𝜒H

𝜒

d𝜒′ 𝑓K (𝜒′ − 𝜒)
𝑓K (𝜒′) 𝑛

(𝑖)
s (𝜒) − 𝐴IA

[
1 + 𝑧(𝜒)
1 + 𝑧pivot

] 𝜂IA 𝐶1𝜌crΩm
𝐷+ [𝑎(𝜒)]

𝑛
(𝑖)
s (𝜒) . (36)

Here 𝜒H is the co-moving distance to the horizon, 𝑛(𝑖)l (𝜒) and 𝑛
(𝑖)
s (𝜒) are the normalised redshift distributions of the lens- and

source sample respectively. 𝐷+ (𝑎) is the linear growth factor and 𝐶1𝜌cr ≈ 0.0134. The second term in the 𝑊m𝑖
weight function
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corresponds to the non-linear linear alignment model (NLA, Hirata & Seljak 2004; Bridle & King 2007) with alignment amplitude
𝐴IA and redshift dependence 𝜂IA at a pivot redshift 𝑧pivot. There are two remarks in order here: (𝑖) The NLA model is the fiducial
choice of the OneCovariance code. However, the user can include any alignment model (at least in the dominating Gaussian part)
by providing the corresponding 𝐶ℓ as input. Therefore, including, for example, the Tidal Alignment-Tidal Torquing (TATT, Blazek
et al. 2019) is straightforwardly done (see Section 6). (𝑖𝑖) For the fiducial NLA model, any lensing tracer automatically assumes a
linear response to the non-linearly evolved density field. Consequently, the alignment is also modelled in the SSC and NG terms of
the covariance matrix and not just in the Gaussian part.

Besides the cosmological signal, 𝑎𝑖
ℓ𝑚

, observed modes, �̂�𝑖
ℓ𝑚

, contain a noise realisation, 𝑛𝑖
ℓ𝑚

, since the continuous field is
sampled by a finite number of tracers (galaxies):

�̂�𝑖,ℓ𝑚 = 𝑎𝑖,ℓ𝑚 + 𝑛𝑖,ℓ𝑚 , (37)

with ⟨𝑎𝑖,ℓ𝑚𝑛 𝑗 ,ℓ′𝑚′⟩ = 0 and noise statistic ⟨𝑛𝑖,ℓ𝑚𝑛 𝑗 ,ℓ′𝑚′⟩ = N
𝑖
𝛿K
𝑖 𝑗

, as the noise in different maps is uncorrelated and the noise is
scale independent. Strictly speaking, this relation only holds for full sky coverage where all the modes are independent. Therefore,
the noise component will be treated in real space directly to avoid this complication. We will come back to this issue in Section 5.
The factor N𝑖 determines the overall noise level depending on the observable under consideration:

N𝑖 =

{
𝜎2

𝜖1 , 𝑖
�̄�𝑖

if 𝑖 ∈ source
1
�̄�𝑖

if 𝑖 ∈ lens ,
(38)

where �̄�𝑖 is the average number density of the tracers and 𝜎2
𝜖1 is the single component ellipticity dispersion of the sources. The

standard idealised angular power spectrum estimator at each multipole is defined as

�̂�𝑎1𝑎2 (ℓ) B
1

(2ℓ + 1)

ℓ∑︁
𝑚=−ℓ

�̂�1∗
ℓ𝑚�̂�

2
ℓ𝑚 , (39)

such that:

⟨�̂�𝑎1𝑎2 (ℓ)⟩ = P𝑎1𝑎2 (ℓ) + N𝑎1𝛿
K
𝑎1𝑎2 ≡ 𝐶𝑎1𝑎2 (ℓ) . (40)

In the flat sky approximation, the same estimator assumes the following form:

�̂�𝑎1𝑎2 (ℓ) B
1

𝐴s𝑁modes (ℓ)
∑︁

ℓ∈ℓring

�̂�1
ℓ �̂�

2
−ℓ , (41)

where we defined an annulus in Fourier space with volume 2πℓΔℓ, so that the number of available modes over the survey area 𝐴s is

𝑁modes (ℓ) =
2πℓΔℓ

(2π)2/𝐴s
= 2ℓΔℓ 𝑓sky , (42)

where Δℓ ≪ ℓ was assumed. The covariance matrix between two estimators is then, again by noting that ℓ1 corresponds to the pair
𝑎1, 𝑎2 and ℓ2 corresponds to the 𝑎3, 𝑎4:

Cov[�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)] =
1

𝐴(12)𝑁modes (ℓ1)
1

𝐴(34)𝑁modes (ℓ2)
∑︁

ℓ̃1∈ℓ1,ring

∑︁
ℓ̃2∈ℓ2,ring

(〈
�̂�1
ℓ1
�̂�2
−ℓ1

�̂�3
ℓ2
�̂�4
−ℓ2

〉
−
〈
�̂�1
ℓ1
�̂�2
−ℓ1

〉
⟨�̂�3

ℓ2
�̂�4
−ℓ2

⟩
)

=
1

𝑁modes (ℓ1)
1

𝑁modes (ℓ2)
∑︁

ℓ̃1∈ℓ1,ring

(
𝐶𝑎1𝑎3 (ℓ1)𝐶𝑎2𝑎4 (ℓ2) + 𝐶𝑎1𝑎4 (ℓ1)𝐶𝑎2𝑎3 (ℓ2)

)
𝛿K
ℓ1ℓ2

+ 1
max(𝐴(12) 𝐴(34) )𝑁modes (ℓ1)𝑁modes (ℓ2)

∑︁
ℓ̃1∈ℓ1,ring

∑︁
ℓ̃2∈ℓ2,ring

𝑇 (𝑎1𝑎2 ) (𝑎3𝑎4 ) (ℓ1,−ℓ1, ℓ2,−ℓ2) , (43)

where 𝐴𝑖 𝑗 ,s is the survey area over which the angular power spectrum of the two fields 𝑎𝑖 and 𝑎 𝑗 is estimated. Furthermore,
𝑇 (𝑎1𝑎2 ) (𝑎3𝑎4 ) (ℓ1,−ℓ1, ℓ2,−ℓ2) is the trispectrum, see Equation (49) below. Note that the area cancels out in the Gaussian term due
to the application of two correlators (compare Equation D.3).

Assuming that the angular power spectra do not vary significantly over the bandwidth of the ring ℓring, the Gaussian term in the
flat sky approximation is given by the commonly used expression

CovG [�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)] ≈
4π𝛿K

ℓ1ℓ2

max(𝐴(12) 𝐴(34) )2ℓ1Δℓ1

[
𝐶𝑎1𝑎3 (ℓ1)𝐶𝑎2𝑎4 (ℓ2) + 𝐶𝑎1𝑎4 (ℓ1)𝐶𝑎2𝑎3 (ℓ2)

]
. (44)

This can be compared to the full sky version of the Gaussian term which, at each multipole, is given by

CovG [�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)] =
4π𝛿K

ℓ1ℓ2

max(𝐴(12) 𝐴(34) ) (2ℓ1 + 1)
[
𝐶𝑎1𝑎3 (ℓ1)𝐶𝑎2𝑎4 (ℓ2) + 𝐶𝑎1𝑎4 (ℓ1)𝐶𝑎2𝑎3 (ℓ2)

]
, (45)
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where we introduced the sky fraction max(𝐴(12) 𝐴(34) )/(4π) to mimic incomplete sky coverage (van Uitert et al. 2018). Averaging
over multipole bands and assuming again that the spectra do not vary significantly across the bands yields

CovG [�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)] ≈
4π𝛿K

ℓ1ℓ2

max(𝐴(12) 𝐴(34) ) (2ℓ1 + 1)Δℓ1

[
𝐶𝑎1𝑎3 (ℓ1)𝐶𝑎2𝑎4 (ℓ2) + 𝐶𝑎1𝑎4 (ℓ1)𝐶𝑎2𝑎3 (ℓ2)

]
, (46)

which is the same expression as Equation (44) for ℓ ≫ 1, as expected. Equation (45) amounts to the splitting discussed in Equation (6).
We now turn back to the connected term in Equation (43):

CovnG [�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)] =
1

max(𝐴(12) 𝐴(34) )

∫
ℓ̃1∈ℓ1

d2ℓ̃1
𝐴(ℓ1)

∫
ℓ̃2∈ℓ2

d2ℓ̃2
𝐴(ℓ2)

𝑇 (𝑎1𝑎2 ) (𝑎3𝑎4 ) (ℓ̃1,−ℓ̃1, ℓ̃2,−ℓ̃2) , (47)

where we moved to the continuous version of the two-dimensional Fourier transformation. All trispectra are projected with the
Limber projection and the angular average is carried out already in 𝑘-space:

𝑇
(𝑎1𝑎2 ) (𝑎3𝑎4 ) , 𝑋
ℓ1ℓ2

=

∫
d𝜒

𝑓K (𝜒)6𝑊𝑎1 (𝜒) . . .𝑊𝑎4 (𝜒)𝑇𝑋
(𝐴1𝐴2 ) (𝐴3𝐴4 )

(
ℓ1 + 0.5
𝑓K (𝜒)

,
ℓ2 + 0.5
𝑓K (𝜒)

, 𝜒

)
, (48)

where

𝑇𝑋
(𝐴1𝐴2 ) (𝐴3𝐴4 ) (𝑘1, 𝑘2, 𝑧(𝜒)) =


𝑇SSC
(𝐴1𝐴2 ) (𝐴1𝐴2 ) (𝑘1, 𝑘2, 𝑧(𝜒)) if 𝑋 = SSC ,∫ π

0
d𝜙ℓ

π
𝑇𝐴1...𝐴4 (𝒌1,−𝒌1, 𝒌2,−𝒌2, 𝑧(𝜒)) if 𝑋 = nG ,

(49)

where 𝜙ℓ is the angle between the two wave vectors 𝒌1,2 in the plane perpendicular to the line-of-sight. Altogether the covariance
in harmonic space is given by

Cov[�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)] = CovG
[
�̂�𝑎1𝑎2 (ℓ1)�̂�𝑎3𝑎4 (ℓ2)

]
+ 1

max(𝐴(12) 𝐴(34) )
𝑇
(𝑎1𝑎2 ) (𝑎3𝑎4 ) , nG
ℓ1ℓ2

+ 𝑇
(𝑎1𝑎2 ) (𝑎3𝑎4 ) , SSC
ℓ1ℓ2

(50)

at each multipole ℓ. For an ℓ-band averaged version we use Equation (44) and Equation (47). This is only important if a pure
ℓ-space covariance is required since the averaging over scales is taken care of when mapping the theoretical ℓ-space covariance to
the observables in the next section.

5. From harmonic space to observables

Whilst theoretical modelling is most straightforward in harmonic space, the theoretical power spectra, denoted as𝐶 (ℓ), are technically
defined solely on the full sky. As real surveys typically cover only a portion of the sky, the advantage of harmonic space diminishes.
This is because different ℓ modes become intermingled, and the partial sky 𝐶ℓ , often referred to as pseudo-𝐶ℓ , are derived from the
full-sky 𝐶ℓ via convolution with the mode mixing matrix (see e.g. Hivon et al. 2002; Kogut et al. 2003; Reinecke & Seljebotn 2013;
Elsner et al. 2017; Alonso et al. 2019).

Deconvolution may not always be feasible for intricate sky masks, rendering the 𝐶ℓ indirectly observable and serving primarily
as an intermediary product. Another challenge arises from the projection, as outlined in Equation (7), which combines various
physical scales if the window function 𝑊𝐴(𝜒) possesses broad support in the co-moving distance. Additionally, the shear field’s
spin-2 nature permits its separation into E and B modes.

To mitigate these difficulties, a variety of summary statistics are available, including the probes of the classical 3×2-point analysis:
GC, CS, and GGL. Accordingly, the OneCovariance code can accommodate diverse inputs for three-dimensional power spectra,
angular power spectra, or weight functions for the projection, rendering the discussion applicable to all general tracers or summary
statistics of two-point functions in the LSS. In a broader context, any two-point summary statistic represents a linear transformation
of the underlying two-point statistic in harmonic space, as nonlinear transformations would involve contributions from higher-order
cumulants. Therefore we will write the summary statistic O between two tracers 𝑎1 and 𝑎2 as

O(𝐿) =
∫

ℓdℓ
2π

W𝐿 (ℓ)vec(C𝑎1𝑎2 ) (ℓ) , (51)

here 𝐿 can be a discrete label or a continuous variable for some Fourier filter W𝐿 (ℓ). Importantly, vec(C𝑎1𝑎2 ), concatenates all
unique C𝑎1𝑎2 into a vector which is mapped to the new summary statistic O via the aforementioned linear map. Throughout this
section, we will omit the formal integration limits from zero to infinity, but all integrals over ℓ are understood to run over this range
if not specified differently. It should be noted that the internal structure of C𝑎1𝑎2 depends on the underlying fields 𝑎1 and 𝑎2. If the
spin of 𝑎1 and 𝑎2 is non-zero, such as for CS, they both consist of two complex components so that C is a real 2× 2 matrix given by

C𝑎1𝑎2 (ℓ1)𝛿K
ℓ1ℓ2

𝛿K
𝑚1𝑚2 =

〈
𝒂1,ℓ1𝑚1

𝒂†2,ℓ2𝑚2

〉
, (52)

on the full sky for a homogeneous and isotropic random field. The CS sub-matrix of W𝐿 (ℓ) is a symmetric and real 2 × 2 matrix
with two independent contributions: the curl-free E-mode signal and the divergence-free B-mode signal, where we assume that there
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is no measurable contribution to the EB spectrum. We thus bundle the combined 𝐶 (ℓ) of all probes (for a standard 3 × 2 analysis)
in a vector by using the notation of Equation 35 and 36

[vec(𝑪)] (ℓ) B (𝐶gg, 𝐶gm, 𝐶mm,EE, 𝐶mm,BB)T (ℓ) , (53)

where tomographic bin indices have been omitted for clarity. The resulting summary statistics are bundled in the same fashion:

[vec(O)] (𝐿) B (Ogg,Ogm,Omm,EE,Omm,BB)T (𝐿) . (54)

In this manner, we can express the transformation from Fourier space to the summary statistic using Equation (51). Real space corre-
lation functions decouple the shot/shape noise contribution from different scales, 𝐿. Furthermore, the shot/shape noise contribution
can be precisely estimated from the data itself, regardless of complex masks. To leverage those properties the shot/shape noise levels
defined in Equation (38), which only apply to full-sky data, are improved by also providing a relation between real space correlation
(see Section 5.2) and the observables. Therefore, we also require the following correlation for some real space filter function R𝐿 (𝜃):

vec(O) (𝐿) =
∫

𝜃d𝜃 R𝐿 (𝜃)
©«
𝑤(𝜃)
𝛾𝑡 (𝜃)
𝜉+ (𝜃)
𝜉− (𝜃)

ª®®¬ , (55)

with the real space correlation functions defined via Hankel transformations of the angular power spectrum, Equation (8). For CS,
this amounts to the two correlation functions (Bartelmann & Schneider 2001):

𝜉
(𝑖 𝑗 )
+ (𝜃) =

∫
ℓdℓ
2π

[
P𝜖𝑖 𝜖 𝑗 ,E (ℓ) + P𝜖𝑖 𝜖 𝑗 ,B (ℓ)

]
J0 (ℓ𝜃) , (56)

𝜉 (𝑖 𝑗 )− (𝜃) =
∫

ℓdℓ
2π

[
P𝜖𝑖 𝜖 𝑗 ,E (ℓ) − P𝜖𝑖 𝜖 𝑗 ,B (ℓ)

]
J4 (ℓ𝜃) , (57)

where J𝜇 is a cylindrical Bessel function of the first kind of order 𝜇. The angular power spectrum P𝑎1𝑎2 (ℓ) was decomposed into an
E and B-mode component. Recall that we explicitly use the noise-free version of the angular power spectra here as defined in the
estimator in Equation (40). For GGL one measures the tangential shear correlation function

𝛾
(𝑖 𝑗 )
t (𝜃) =

∫
ℓdℓ
2π

Pn𝑖 𝜖 𝑗 (ℓ) J2 (ℓ𝜃) . (58)

The galaxy correlation function can be calculated as:

𝑤 (𝑖 𝑗 ) (𝜃) =
∫

ℓdℓ
2π

Pn𝑖n 𝑗
(ℓ) J0 (ℓ𝜃) . (59)

Note that these are all the continuous versions and large multipole approximations of the discrete transformations. We will continue
to review the definitions of the three most commonly used summary statistics (real space correlation functions, band powers and
COSEBIs) and the corresponding covariances. A more detailed discussion of the general setting can be found in Appendix I.

5.1. Multiplicative shear bias

Shear measurements for source samples are calibrated on image simulations (see e.g. Kannawadi et al. 2019; Li et al. 2023). Residual
biases are captured in a multiplicative and additive shear bias, which needs to be propagated into the cosmological inference. We
assume that there are no residual spatial patterns in the additive contribution (e.g. from point-spread function leakage) and hence
no correlation with the cosmological signal. Thus, the only source of error which has to be propagated in the covariance is the
multiplicative 𝑚-correction. The residual error on the multiplicative shear bias after calibration is labelled 𝜎

𝑎1
m for source bin 𝑎1.

Considering the multiplicative shear bias uncertainty as an additive contribution to the covariance matrix (Joachimi et al. 2021), so
that

Covmult
[
O𝑎1𝑎2 (𝐿1),O𝑎3𝑎4 (𝐿2)

]
= O𝑎1𝑎2 (𝐿1)O𝑎3𝑎4 (𝐿2)

[
𝜎

𝑎1
m 𝜎

𝑎3
m + 𝜎

𝑎1
m 𝜎

𝑎4
m + 𝜎

𝑎2
m 𝜎

𝑎3
m + 𝜎

𝑎2
m 𝜎

𝑎4
m
]
. (60)

This approximation holds for 𝜎𝑎1
m ≪ 1, for ⟨𝑚⟩ = 0⟩ after correction and fully correlated 𝑚-bias corrections across tomographic

bins. Note that only source samples have a 𝜎
𝑎1
m . by definition. The assumption ⟨𝑚⟩ = 0⟩ is not crucial for the covariance, as this can

be addressed by directly shifting the data vector while keeping the covariance unchanged (Li et al. 2023).
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5.2. Real space correlation functions

When propagating the covariance matrix from the angular power spectra to the real space correlation functions in Equations (56)
to (59) we take into account that the correlation functions are measured over finite angular separation bins centred at 𝜃𝑖 with
boundaries [𝜃l,𝑖 , 𝜃u,𝑖], the bin average needs to be carried out explicitly. To capture the different weight functions, we will use the
notation from Joachimi et al. (2021):

K𝜇

(
ℓ𝜃𝑖

)
:=

2
𝜃2

u,𝑖 − 𝜃2
l,𝑖

∫ 𝜃u,𝑖

𝜃l,𝑖

d𝜃′ 𝜃′J𝜇 (ℓ𝜃′) =
2(

𝜃2
u,𝑖 − 𝜃2

l,𝑖

)
ℓ2

×


[𝑥J1 (𝑥)]ℓ 𝜃u,𝑖

ℓ 𝜃l,𝑖
𝜇 = 0 ,

[−𝑥J1 (𝑥) − 2J0 (𝑥)]ℓ 𝜃u,𝑖
ℓ 𝜃l,𝑖

𝜇 = 2 ,[(
𝑥 − 8

𝑥

)
J1 (𝑥) − 8J2 (𝑥)

]ℓ 𝜃u,𝑖

ℓ 𝜃l,𝑖
𝜇 = 4 .

, (61)

ignoring the weights of the pair counts (Asgari et al. 2019). The set of possible correlation functions is denoted accordingly in a
compact form (see the notation used in Joachimi et al. 2021):

{𝑤, ⟨𝛾t⟩ , 𝜉+, 𝜉−} ↔ {Ξ0,Ξ2,Ξ0,Ξ4} ,

note that 𝑤 and 𝜉+ have the same weight function. As discussed, the Gaussian covariance will be split into three contributions as in
Equation (6). For the pure shot/shape noise (‘sn’) term, this procedure is a numerical necessity, as an ℓ-independent integrand will
lead to a 𝛿D-contribution to the covariance. Since we reconsider the idealised ‘mix’ term in Appendix F for real space correlation
functions, this splitting is also necessary here as the ‘mix’ term is the most important while also still being a somewhat uncertain
term in the analytical covariance modelling. Numerically, it is, however, usually advantageous to combine the sample variance (‘sva’)
and mixed terms to speed up the convergence of the integrals.

Using Equation (51), the definitions of the weights above and Equation (50), the ‘sva’ term is given by:

CovG,sva

[
Ξ
(𝑖 𝑗 )
𝜇

(
𝜃𝑝

)
; Ξ(𝑚𝑛)

𝜈

(
𝜃𝑞

) ]
=

1
2π max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ ℓ K𝜇

(
ℓ𝜃𝑝

)
K𝜈

(
ℓ𝜃𝑞

) [
P𝑖𝑚(ℓ)P 𝑗𝑛 (ℓ) + P𝑖𝑛 (ℓ)P 𝑗𝑚 (ℓ)

]
, (62)

where the tomographic indices 𝑖, 𝑗 , 𝑚, 𝑛 label either a source or a lens sample. We measure all areas from a binary healpix mask
down to a certain angular scale so that masked stars and other features only reduce the effective number density and not the survey
area. This assumption is valid as long as this dilution scale is smaller than the smallest scale over which the cosmological signal is
measured. Typically, one assumes 𝑁side = 4096 for the healpix (Górski et al. 2005) evaluation, corresponding to a pixel size of just
below one arcmin.

In an ideal survey, the pure noise contribution is just the product of the two individual noise contributions, Equation (38), to the
measurement of the two-point statistic amounting to a term proportional to the number of (non-unique) pairs in bin 𝜃𝑝:

𝑁
(𝑖 𝑗 )
pair, ideal

(
𝜃𝑝

)
= π

(
𝜃2

u, 𝑝 − 𝜃2
l, 𝑝

)
�̄�𝑖 �̄� 𝑗𝐴(𝑖 𝑗 ) . (63)

This equation is accurate in the absence of survey boundaries. For finite areas, however, the number of pairs as a function of angular
scale differs from the expected ∝ 𝜃2 scaling. To obtain a more accurate prescription of the pure shot noise contribution, the number
of pairs is directly measured at the catalogue level, providing 𝑁

(𝑖 𝑗 )
pair

(
𝜃𝑝

)
. Altogether:

CovG,sn

[
Ξ
(𝑖 𝑗 )
𝜇

(
𝜃𝑝

)
; Ξ(𝑚𝑛)

𝜈

(
𝜃𝑞

) ]
= 𝛿K

𝜇𝜈𝛿
K
𝜃𝑝 𝜃𝑞

(
𝛿K
𝑖𝑚𝛿

K
𝑗𝑛 + 𝛿K

𝑖𝑛𝛿
K
𝑗𝑚

) T sn
(𝑖 𝑗 ) (𝑚𝑛)

𝑁
(𝑖 𝑗 )
pair

(
𝜃𝑝

) , (64)

where we defined the noise levels

T sn
(𝑖 𝑗 ) (𝑚𝑛) B


2𝜎2

𝜖1 , 𝑖
𝜎2
𝜖1 , 𝑗

if 𝑖, 𝑗 , 𝑚, 𝑛 ∈ source ,
𝜎2
𝜖1 , 𝑖

if both (𝑖 𝑗) and (𝑚𝑛) contain a lens and source sample each
1 if 𝑖, 𝑗 , 𝑚, 𝑛 ∈ lens .

(65)

Recall that ‘source’ refers to the galaxy shape and ‘lens’ to the galaxy position being used. Furthermore, note that the Latin indices
carry a hidden label ‘lens’ or ‘source’ so that 𝛿K

𝑖 𝑗
= 1 only when both indices come from the same set. It should be noted that, while

we use in the equations here the non-unique pairs, for any correlation measurement, however, only the unique pairs are relevant.
This is accounted for in the covariance calculations. Since this often leads to confusion, let us use tomographic clustering with
equi-populated bins as an example. The noise level will always be ∼ 1/𝑁2, with 𝑁 being the number of galaxies in each bin. For
auto-correlations, however, the Kronecker symbols in the brackets in Equation (64) make sure that only unique pairs are counted,
effectively increases the covariance by a factor of two. In contrast, for cross-correlations, the 𝑁2 is actually the number of unique
pairs.

The mixed term is calculated in the same fashion as the sample variance contribution, Equation (62):

CovG,mix

[
Ξ
(𝑖 𝑗 )
𝜇

(
𝜃𝑝

)
; Ξ(𝑚𝑛)

𝜈

(
𝜃𝑞

) ]
= 𝛿 𝑗𝑛

Tmix
𝑗

2π𝑛( 𝑗 )eff max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ ℓ K𝜇

(
ℓ𝜃𝑝

)
K𝜈

(
ℓ𝜃𝑞

)
P𝑖𝑚 (ℓ) + 3 perm. , (66)

Article number, page 11 of 38



A&A proofs: manuscript no. output

The noise level of the mixed term is defined as

Tmix
𝑗 B

{
𝜎2
𝜖1 , 𝑗

if 𝑗 ∈ source ,
1 if 𝑗 ∈ lens . (67)

Note that this is an idealised setting for a rescaled full sky survey without a complicated mask. In Appendix F we revisit this term
using the triplet counts of a catalogue to estimate the effect on the covariance and cosmological inference.

The non-Gaussian covariance and SSC are

CovNG/SSC

[
Ξ
(𝑖 𝑗 )
𝜇

(
𝜃𝑝

)
; Ξ(𝑚𝑛)

𝜈

(
𝜃𝑞

) ]
=

1
4π2

∫
dℓ1 ℓ1 K𝜇

(
ℓ1𝜃𝑝

) ∫
dℓ2 ℓ2 K𝜈

(
ℓ2𝜃𝑞

)
(68)

×
{

1
max(𝐴(𝑖 𝑗) 𝐴(𝑚𝑛) )

∫ π

0
d𝜙ℓ

π
𝑇 (𝑖 𝑗 ) (𝑚𝑛) (ℓ1,−ℓ1, ℓ2,−ℓ2) for nG

𝑇
(𝑖 𝑗 ) (𝑚𝑛)

SSC (ℓ1, ℓ2) for SSC
.

5.3. Bandpowers

We define the bandpower signal their weights and further ingredients in Appendix G and focus on the covariance here. In contrast
to the real space approach in Joachimi et al. (2021) we calculate the bandpower covariance from Fourier space directly using
Equations (G.13) to (G.16). This is done to resemble the analytical calculations of the predicted signal and for numerical stability
and speed. In complete analogy to the real space correlation functions, we write

CovG,sva

[
C (𝑖 𝑗 )
𝜇 (𝐿1), C (𝑚𝑛)

𝜈 (𝐿2)
]
=

2π
N𝐿1N𝐿2 max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ ℓ W𝐿1

𝜇 (ℓ)W𝐿2
𝜈 (ℓ)

[
P𝑖𝑚(ℓ)P 𝑗𝑛 (ℓ) + P𝑖𝑛 (ℓ)P 𝑗𝑚 (ℓ)

]
CovG,mix

[
C (𝑖 𝑗 )
𝜇 (𝐿1), C (𝑚𝑛)

𝜈 (𝐿2)
]
= 𝛿 𝑗𝑛

2π Tmix
𝑗

N𝐿1N𝐿2𝑛
( 𝑗 )
eff max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ ℓ W𝐿1

𝜇 (ℓ)W𝐿2
𝜈 (ℓ) P𝑖𝑚 (ℓ) + 3 perm. , (69)

assuming that the cosmological 𝐵-mode signal vanishes. The following shorthand notation for the weights was used:

W𝐿
𝜇 (ℓ) =



𝑊𝐿
𝐸𝐸

(ℓ)/2 if 𝜇 = 𝜖𝜖E

𝑊𝐿
𝐸𝐸

(ℓ) if 𝜇 = nn

𝑊𝐿
𝑛𝐸

(ℓ) if 𝜇 = n𝜖

𝑊𝐿
𝐸𝐵

(ℓ) if 𝜇 = 𝜖𝜖B

. (70)

To properly incorporate the pair counts the pure shot-noise contributions are calculated from real space:

CovG,sn

[
C (𝑖 𝑗 )
𝜇 (𝐿1), C (𝑚𝑛)

𝜈 (𝐿2)
]
=

π2𝛿K
𝜇𝜈

N𝐿1N𝐿2

(
𝛿K
𝑖𝑚𝛿

K
𝑗𝑛 + 𝛿K

𝑖𝑛𝛿
K
𝑗𝑚

) ∫ 𝜃2d𝜃
𝑛
(𝑖 𝑗 )
pair (𝜃)

(71)

×


2𝜎2

𝜖1 , 𝑖
𝜎2
𝜖1 , 𝑗

(
𝑔
𝐿1
+ (𝜃)𝑔𝐿2

+ (𝜃) + 𝑔𝐿1− (𝜃)𝑔𝐿2− (𝜃)
)

if 𝜇 = 𝜖𝜖

4𝜎2
𝜖1 , 𝑖

ℎ𝐿1 (𝜃)ℎ𝐿2 (𝜃) if 𝜇 = n𝜖

𝑔
𝐿1
+ (𝜃)𝑔𝐿2

+ (𝜃) if 𝜇 = nn

.

The differential pair counts, 𝑛(𝑖 𝑗 )pair (𝜃), are defined such that the number of pairs, 𝑁 (𝑖 𝑗 )
pair , in an angular bin [𝜃l, 𝜃u] is

𝑁
(𝑖 𝑗 )
pair =

∫ 𝜃u

𝜃l

d𝜃′ 𝑛(𝑖 𝑗 )pair (𝜃
′) (72)

directly from the, possibly weighted, pair counts of the catalogue. Lastly, the nG and SSC terms can be calculated as follows:

CovNG

[
C (𝑖 𝑗 )
𝜇 (𝐿1), C (𝑚𝑛)

𝜈 (𝐿2)
]
=

1
N𝐿1N𝐿2 max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ1 ℓ1W𝐿1

𝜇 (ℓ1)
∫

dℓ2 ℓ2 W𝐿2
𝜈 (ℓ2) (73)

×
∫ π

0

d𝜙ℓ
π

𝑇 (𝑖 𝑗 ) (𝑚𝑛) (ℓ1,−ℓ1, ℓ2,−ℓ2) ,

CovSSC

[
C (𝑖 𝑗 )
𝜇 (𝐿1), C (𝑚𝑛)

𝜈 (𝐿2)
]
=

1
N𝐿1N𝐿2

∫
dℓ1 ℓ1W𝐿1

𝜇 (ℓ1)
∫

dℓ2 ℓ2 W𝐿2
𝜈 (ℓ2)𝑇 (𝑖 𝑗 ) (𝑚𝑛)

SSC (ℓ1, ℓ2) . (74)
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5.4. COSEBIs and Ψ statistics

Due to the similar structure of the COSEBIs we repeat the same calculation as for the band power covariance, i.e. projecting all
terms from harmonic space except for the pure shot noise term. With the definition of COSEBIs , see Appendix H, this yields:

CovG,sva

[
𝐸

(𝑖 𝑗 )
𝑎 , 𝐸

(𝑚𝑛)
𝑏

]
=

1
2π max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ ℓ 𝑊𝑎 (ℓ)𝑊𝑏 (ℓ)

[
P𝑖𝑚 (ℓ)P 𝑗𝑛 (ℓ) + P𝑖𝑛 (ℓ)P 𝑗𝑚 (ℓ)

]
(75)

CovG,mix

[
𝐸

(𝑖 𝑗 )
𝑎 , 𝐸

(𝑚𝑛)
𝑏

]
= 𝛿 𝑗𝑛

Tmix
𝑗

2π 𝑛
( 𝑗 )
eff max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ ℓ 𝑊𝑎 (ℓ)𝑊𝑏 (ℓ) P𝑖𝑚 (ℓ) + 3 perm. (76)

CovNG

[
𝐸

(𝑖 𝑗 )
𝑎 , 𝐸

(𝑚𝑛)
𝑏

]
=

1
2π max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∫
dℓ1 ℓ1𝑊𝑎 (ℓ1)

∫
dℓ2 ℓ2 𝑊𝑏 (ℓ2)

∫ π

0

d𝜙ℓ
π

𝑇 (𝑖 𝑗 ) (𝑚𝑛) (ℓ1,−ℓ1, ℓ2,−ℓ2) , (77)

CovSSC

[
𝐸

(𝑖 𝑗 )
𝑎 , 𝐸

(𝑚𝑛)
𝑏

]
=

1
2π

∫
dℓ1 ℓ1𝑊𝑎 (ℓ1)

∫
dℓ2 ℓ2 𝑊𝑏 (ℓ2)𝑇 (𝑖 𝑗 ) (𝑚𝑛)

SSC (ℓ1, ℓ2) (78)

CovG,sn

[
𝐸

(𝑖 𝑗 )
𝑎 , 𝐸

(𝑚𝑛)
𝑏

]
=

𝜎2
𝜖1 , 𝑖

𝜎2
𝜖1 , 𝑗

2

(
𝛿K
𝑖𝑚𝛿

K
𝑗𝑛 + 𝛿K

𝑖𝑛𝛿
K
𝑗𝑚

) ∫ 𝜃2d𝜃
𝑛
(𝑖 𝑗 )
pair (𝜃)

[𝑇+𝑎 (𝜃)𝑇+𝑏 (𝜃) + 𝑇−𝑎 (𝜃)𝑇−𝑏 (𝜃)] . (79)

The expressions of the covariance of Ψ statistics is in full analogy to Equations (75) to (79).

5.5. Stellar mass function

To complement the halo model, we also implement the SMF covariance, Equation (20), which was already used in Dvornik et al.
(2023). For a flux-limited sample, we consider the standard 𝑉max (𝑀★)-estimator, where 𝑉max is the maximum volume out to which
a galaxy with a given mass can be observed given the limiting magnitude of the survey. The estimator for the SMF is then (see e.g.
Smith 2012):

Φ̂(𝑖) (𝑀𝜇
★ ) B

1
Δ𝑀

𝜇
★

1
𝑉

(𝑖)
max (𝑀

𝜇
★ )

𝑁tot∑︁
𝑎=1

ΘH (𝑧photo,a, 𝑧
(𝑖)
photo)ΘH (𝑀★,𝑎, 𝑀

𝜇
★ ) . (80)

Here we assumed that the mapping from observed to real stellar mass is very tight and well approximated by a 𝛿 distribution. If the
relation is less well known, this would amount to an additional integration. The indices 𝑖, 𝜇, 𝑎 label a possible splitting in tomographic
bins, the stellar mass bin and the individual galaxy in each bin respectively. ΘH is the Heaviside function. The auto-correlation
consists of a noise term and an SSC contribution (Takada & Bridle 2007; Smith 2012):

Cov
[
Φ̂(𝑖) (𝑀𝜇

★ ), Φ̂( 𝑗 ) (𝑀𝜈
★)

]
= Cov

[
Φ̂(𝑖) (𝑀𝜇

★ ), Φ̂( 𝑗 ) (𝑀𝜈
★)

]
sn
+ Cov

[
Φ̂(𝑖) (𝑀𝜇

★ ), Φ̂( 𝑗 ) (𝑀𝜈
★)

]
SSC

, (81)

with the halo occupation variance being neglected as it is subdominant (Smith 2012) and

Cov
[
Φ̂(𝑖) (𝑀𝜇

★ ), Φ̂( 𝑗 ) (𝑀𝜈
★)

]
sn
= 𝛿K

𝑖 𝑗𝛿
K
𝜇𝜈

Φ(𝑖) (𝑀𝜇
★ )

Δ𝑀
𝜇
★𝑉

(𝑖)
max,𝜇

(82)

Cov
[
Φ̂(𝑖) (𝑀𝜇

★ ), Φ̂( 𝑗 ) (𝑀𝜈
★)

]
SSC

=
𝐴2 𝑓 (𝑖) 𝑓 ( 𝑗 )

𝑉
(𝑖)
max,𝜇𝑉

( 𝑗 )
max,𝜈

∫
d𝜒

𝑝 (𝑖) (𝜒)𝑝 ( 𝑗 ) (𝜒)
𝑝2

tot (𝜒)
𝑓 2
k (𝜒)𝜎

2
bg,𝐴(𝜒)Φ̃𝜇 (𝜒)Φ̃𝜈 (𝜒) , (83)

where 𝑓 (𝑖) is the fraction of galaxies in tomographic bin 𝑖, 𝐴 is the survey area, 𝑝 (𝑖) the redshift distribution of the 𝑖-th tomographic
bin and 𝜎bg,𝐴 is given by Equation (33) with the same footprint. Lastly, the quantity Φ̃𝜇 (𝜒) is defined as

Φ̃𝜇 (𝜒) B
∫

d𝑀 𝑛h (𝑀, 𝑧(𝜒))Φ(𝑀𝜇
★ |𝑀)𝑏h (𝑀, 𝑧(𝜒)) . (84)

The SMF is also correlated with the LSS and their cross-variance includes a sample variance and SSC term:

Cov
[
Φ̂(𝑖) (𝑀𝜇

★ ),O𝑎1𝑎2 (𝐿)
]
= Cov

[
Φ̂(𝑖) (𝑀𝜇

★ ),O𝑎1𝑎2 (𝐿)
]

sva
+ Cov

[
Φ̂(𝑖) (𝑀𝜇

★ ),O𝑎1𝑎2 (𝐿)
]

SSC
. (85)

This is in analogy to Equation (51) with the two contributions reading:

Cov
[
Φ̂(𝑖) (𝑀𝜇

★ ),O𝑎1𝑎2 (𝐿)
]

sva
= 𝑓 (𝑖)

∫
dℓ 𝑊𝐿 (ℓ)

∫
d𝜒

𝑝 (𝑖) (𝜒)
𝑝tot (𝜒)

𝑊𝐴1 (𝜒)𝑊𝐴2 (𝜒)
𝜒2 𝐵cmm,𝜇

(
ℓ + 1/2

𝜒
, 𝑧(𝜒)

)
, (86)

with the bispectrum of counts and matter for a collapsed triangle configuration given by

𝐵cmm,𝜇 (𝑘, 𝑧) =
∫

d𝑀 𝑛h (𝑀, 𝑧)Φ(𝑀𝜇
★ |𝑀)

(
𝑀

�̄�m

)2
�̃�2 (𝑘 |𝑀, 𝑧) (87)

+ 2𝑃lin (𝑘, 𝑧)
∫

d𝑀 𝑛h (𝑀, 𝑧)Φ(𝑀𝜇
★ |𝑀) 𝑀

�̄�m
𝑏h (𝑀, 𝑧)�̃�(𝑘 |𝑀, 𝑧)

∫
d𝑀 𝑛h (𝑀, 𝑧)𝑏h (𝑀, 𝑧)�̃�(𝑘 |𝑀, 𝑧) .
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Finally, the SSC term is given by

Cov
[
Φ̂(𝑖) (𝑀𝜇

★ ),O𝑎1𝑎2 (𝐿)
]

SSC
= 𝐴 𝑓 (𝑖)

∫
dℓ 𝑊𝐿 (ℓ)

∫
d𝜒

𝑝 (𝑖) (𝜒)
𝑝tot (𝜒)

𝑊𝐴1 (𝜒)𝑊𝐴2 (𝜒)
𝜒2

𝜕𝑃mm
𝜕𝛿bg

(
ℓ + 1/2

𝜒
, 𝑧(𝜒)

)
𝜎2

bg,𝐴(𝜒)Φ̃𝜇 (𝜒) ,

(88)
with the power spectrum responses from Equation (32).

6. The OneCovariance code

This section aims to provide a brief rationale for the initial development of the code. For an overview of the code’s general structure,
please see Appendix A. To enhance accessibility, a flowchart illustrating the typical workflow of the OneCovariance code 11 is
presented in Figure A.1.

Several outstanding public codes are available for computing covariance matrices in harmonic space, notably packages like CCL
(Chisari et al. 2019a) and its derived harmonic space covariance code TJPCov12, CosmoLike (Krause & Eifler 2017), or pySSC
(Lacasa & Grain 2019), offering comprehensive tools for constructing idealised harmonic space covariance matrices. For real space
correlation functions, the excellent COSMOCOV (Fang et al. 2020) utilises fast logarithmic Fourier transforms to compute real
space covariance without the flat sky approximation adopted in this paper, rendering it extremely efficient for this purpose.

However, these tools are either focused on harmonic space or tailored to a specific observable or setup. Consequently, adapting
the code to use different summary statistics, observables, or external inputs can be cumbersome. Integrating theory power spectra,
trispectra, or power spectrum responses from files, or employing different weighting schemes such as the Bernardeau-Nishimichi-
Taruya transformation (Bernardeau et al. 2014) for lensing efficiency, is not straightforward. Similarly, projecting an existing harmonic
space covariance to a summary statistic presents challenges.

It is this need for input flexibility and user-friendliness that drove the development of the OneCovariance code. With this
objective in mind, the code was designed to offer three key features:

(i) Easy to use: OneCovariance requires standard Python packages and includes its own conda environment to ensure stability.
Running the code involves executing a single Python script, while code inputs are specified in a .ini (configuration) file read by
the code using the configparser framework. The configuration file’s design closely resembles that of CLASS (Lesgourgues
2011; Blas et al. 2011) or CosmoSIS (Zuntz et al. 2015). Sample configuration files, including a comprehensive config.ini
file with detailed parameter explanations, are provided.

(ii) Adaptability: The OneCovariance code incorporates a default halo model and HOD-based prescription for biased tracer
statistical properties. It communicates with CAMB (Lewis et al. 2000; Lewis & Bridle 2002; Howlett et al. 2012) for the matter
power spectrum, providing both linear and nonlinear corrections. While these ingredients are modular and easily exchangeable,
the code accepts almost all critical quantities as input files, enabling flexibility in various scenarios.
(a) Given an alternative HOD or a mass-concentration relation, various options are available. One can implement them in the

HOD- and halomodel-class, or encode them and save them into a file to pass to the OneCovariance code. Alternatively,
one can calculate the 3-dimensional power spectra, for instance via CAMB, CLASS, HMCODE and baccoemu (Aricò
et al. 2021; Angulo et al. 2021) to name a few, to directly provide them to the code. It should be noted that the code itself
communicates directly with CAMB and therefore provides all power spectra implemented there natively.

(b) It is straightforward to provide harmonic space covariances, i.e., 𝐶ℓ , along with the SSC and NG contribution, for any
tracer to the OneCovariance code and project them to an observable.

(c) Complete freedom is granted in choosing the summary statistics for each tracer. While four hard-coded cases are included:
bandpowers, COSEBIs, real space correlation functions, and harmonic space covariance, any summary statistic can be
passed as a file to the code, as long as it represents a linear transformation of the 𝐶ℓ . For example, measuring clustering
with a real space correlation function, GGL with bandpowers and CS with COSEBIs.

(d) Consistency checks between different summary statistics are supported. Two summary statistics can be provided to any
given tracer, enabling, for instance, the analysis of CS with both COSEBIs or bandpowers while accounting for their
cross-covariance.

(e) Galaxy bias can be determined either by the default HOD prescription or by supplying a file containing the galaxy bias
as a function of redshift for each lens bin considered, facilitating the incorporation of numerous (linear) bias models. For
non-linear bias, one can pass the resulting power spectrum directly, as discussed in (b).

This list only scratches the surface of the calculations achievable with the OneCovariance code. A comprehensive array of
examples demonstrating the code’s functionality can be found on the readthedocs webpage13.

(iii) Legacy: In the KiDS collaboration, the steadfast aim has consistently been to utilise diverse sets of summary statistics and
analytical methodologies to deduce cosmological parameters reliably, thereby attaining resilient constraints (e.g. Asgari et al.
2021). Through the provision of a publicly accessible code, we empower the wider scientific community to conduct such
analyses, not only with existing KiDS data but also with forthcoming datasets. Furthermore, our endeavour guarantees the
applicability of the methodologies honed over years in the KiDS collaboration to future analyses.

The code has been validated against the previously used covariance matrix code (Joachimi et al. 2021) for all statistics (Asgari et al.
2021) and tracers (Dvornik et al. 2018, 2023), finding per cent agreement. Furthermore, we compared the harmonic space lensing
spectra against CCL for further cross-checks and found that they match below a percent. We will show and discuss the results of
these tests in Section 7.3.
11 Available on https://github.com/rreischke/OneCovariance.
12 https://github.com/LSSTDESC/TJPCov

13 https://onecovariance.readthedocs.io/en/latest/index.html
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Fig. 1. Effect of different choices for the covariance modelling for inference of 𝑆8 using the KiDS-Legacy data. Shown is the marginal maximum
posterior and the corresponding 68% intervals (one 𝜎) interval normalised to the fiducial settings assuming realistic pair counts and including
feedback parametrised by 𝑇AGN via HMCODE2020 (Mead et al. 2020), the SSC and nG contributions, an idealised mixed term, a realistic
survey mask and the NLA model. Each blue data point replaces one of those assumptions at a time. Left: real space correlation functions. Right:
bandpowers.

7. The KiDS-Legacy covariance

In this section, we will provide a concise overview of a KiDS-Legacy-like CS sample and outline the error modelling strategies
adopted for the associated CS legacy analysis. We will elucidate how these choices impact the inference of the structure growth
parameter, 𝑆8 B 𝜎8

√︁
Ωm/0.3, as illustrated in Figure 1. Moreover, we will underscore the significance of the various terms comprising

the covariance matrix, as demonstrated in Figure 2. Finally, we will conduct a comparative analysis between the OneCovariance
code and selected existing codes, as depicted in Figure 3.

7.1. KiDS-Legacy

The final data release of KiDS (de Jong et al. 2013) and VIKING (VISTA Kilo-degree INfrared Galaxy, Edge et al. 2013) is described
in detail in Wright et al. (2024) and is referred to as the fifth data release (dr5). Covering a survey area of 1347 deg2, it encompasses
9 photometric bands spanning from optical to near-infrared, with a 5𝜎 limiting magnitude of 24.8 in the 𝑟-band. The footprint of
the main survey includes a 4 deg2 overlap with existing deep spectroscopic surveys. This data is complemented by an additional
23 deg2 KiDS- and VIKING-like imaging over additional deep spectroscopic fields, yielding a total of about 126 000 sources with
both spectroscopy and photometry, crucial for robust redshift calibration (Wright et al. in prep.) across the dr5 footprint. Relative to
the fourth data release (Kuĳken et al. 2019), dr5 represents a roughly 30 per cent increase in area coverage and around 0.4 magnitude
deepening in the 𝑖-band.

Significantly, the photometric redshift calibration has been refined, as outlined in Wright et al. in prep. Notably, a new matching
algorithm enables the generation of highly realistic mock catalogues for both photometric and spectroscopic sources. Redshift
calibration employs two techniques: colour-based self-organising maps (SOM) and a clustering redshift-based approach, leveraging
extensively the spectroscopic samples from dr5. The SOM method yields residual shifts in the mean redshift of each tomographic
bin ⟨𝛿𝑧⟩ ≤ 0.01, serving as a conservative error floor on the priors for the mean redshifts of each bin. These enhancements, combined
with the dr5 data, facilitate the calibration of an additional tomographic bin with redshift up to 𝑧 ≈ 2, resulting in a total of six bins
compared to five in the previous CS analysis in KiDS-1000. The KiDS-Legacy is then a subsample of the whole galaxy catalogue
with certain quality requirements, for example for the shape measurements, as well as selection criteria such as masking or blended
sources. This leads to a final catalogue of around 4 × 107 galaxies for CS over an effective area of roughly 1000 deg2.

7.2. KiDS-Legacy covariance

In this part, the covariance modelling choices in a KiDS-Legacy-like analysis as it will be carried out in Wright et al. in prep. and
Stölzner et al. in prep. are discussed. While the cosmology remains fixed to the fiducial values presented in Table 1 for all plots, it
is important to note that for the actual cosmological analysis, an iterative approach is adopted for covariance calculation. Initially, a
fiducial covariance matrix is utilised, followed by maximization of the posterior and iterative updates to the covariance. This iterative
process, typically converges after one iteration, as shown in van Uitert et al. (2018), resulting in final contours that exhibit negligible
changes, as demonstrated in the subsequent results.

In Figure 1 we show how the inference of 𝑆8 is affected by different modelling choices of the covariance for real space correlation
functions and bandpowers (COSEBIs almost pick the same scales as bandpowers, so we do not show them here explicitly). The grey
band corresponds to the 68 per cent interval together with the posterior maximum of the marginal distribution for the fiducial choice
for the covariance modelling whose settings we are summarising in the following. We model the Gaussian term with an idealised
mixed term (see Figure 5), but shape noise is estimated from the catalogue. The covariance always includes a multiplicative shear
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Fig. 2. KiDS-Legacy-like covariance matrix for COSEBIs. The diagonals are in the following order 𝑖 ≤ 𝑗 with the tomographic bin indices 𝑖 and 𝑗

and in each little sub-block the order of the COSEBIs runs over 𝑛 = 1, ..., 5. Furthermore, we omit the 𝐵-mode signal here since it is pure shape
noise in the case of COSEBIs. The six different panels show the relative contribution of each term to the total covariance. In particular, we show
the super-sample covariance (SSC), the non-Gaussian (nG) and the Gaussian (G) contribution in the upper three panels, compare Equations (2)
and (3). The lower three panels show the three components of the Gaussian contribution, i.e. sample variance (sva), the mixed term (mix) and the
shape or shot noise term (sn), as described in Equation (6).

bias uncertainty, since it is not marginalised over in the inference process via sampling. We include the non-Gaussian covariance and
the SSC term with a non-binary mask with the realistic survey footprint to calculate its variance. We use the standard NLA model
in the covariance as discussed in Section 4, but stress again that the particular choice does not matter and that the code is flexible
enough to deal with any alignment model on the Gaussian covariance level. Lastly, the matter power spectrum is modelled using
HMCODE2020 (Mead et al. 2020) with feedback controlled via log10 𝑇AGN. Each blue dot with error bars corresponds to an analysis
where a specific attribute in the covariance modelling is varied.

Figure 1 shows the influence of individual modelling choices on the marginal constraints on 𝑆8 Nonetheless, it is important to
acknowledge altering multiple fiducial assumptions about the covariance, e.g. ignoring the realistic pair counts, changing the IA
model and removing the SSC contribution, could lead to a bias in the final value of 𝑆8. However, ignoring the non-Gaussian and
SSC contribution on its own has very little effect on the constraints on 𝑆8. This is in particular reassuring for the non-Gaussian term,
which is only accurate to 20 per cent (Joachimi et al. 2021). Especially the addition of the sixth tomographic bin in KiDS-Legacy
compared to KiDS-1000 will make the nG contribution less pronounced as more linear scales with high signals are added to the
analysis. Furthermore, due to the increase in effective area, the survey response is also smaller than in KiDS-1000.

Interestingly, we find that the use of the idealised pair counts (i.e. not using the pair counts from the catalogue but instead the
analytic formula) has little effect on the 𝑆8 inference. This might be surprising at first, since using the analytic pair counts will change
diagonal elements of the covariance matrix by up to 20 per cent (Troxel et al. 2018). However, we can explain this by the fact that the
signal-to-noise ratio of the measurement in this case is almost unchanged. The reason for this is that changing the variance will also
change the amount of correlation between the different data points. So if the analytic pair counts over (under) estimate the number
of pairs, the variance in the fiducial setting will be larger (smaller), which makes the individual data point less significant for the
inference. However, this effect also reduces (increases) correlations between the different data points, thus increasing the information
content. Those two effects seem to balance each other such that the 𝑆8 constraints do not change. Interestingly, we also find that
using a circular mask instead of the real footprint has the same effect as ignoring the SSC term altogether. IA seems to have a larger
effect on real space correlation functions than on bandpowers which could be indicative of the fact that this is driven by contributions
from large multipoles to 𝜉±. At the same time, however, we find that the case with no feedback changes both real space correlation

Article number, page 16 of 38



R. Reischke et al.: KiDS-Legacy: OneCovariance

101 102 103 104

`

−1.0

−0.5

0.0

0.5

1.0

C
`

co
m

p
ar

ed
to

C
C
L

in
p

er
ce

nt

100 101 102

θ [arcmin]

−3

−2

−1

0

1

2

3

C
co

m
p

ar
ed

to
K

iD
S

10
00

in
p

er
ce

nt

ξ−
ξ+

1

5

9

13

17

21

to
m

og
ra

p
h

ic
b

in
co

m
b

in
at

io
n

in
d

ex

Fig. 3. Cosmic shear setup with the six KiDS-Legacy tomographic bins. The colour bar shows the tomographic bin index combination, 𝐼, i.e. for
tomographic bins 𝑖, 𝑗 the index is 𝐼 =

∑𝑖
𝛼

∑ 𝑗

𝛽=𝛼
. Left: Comparison between the OneCovariance code and CCL. The relative difference between

the angular power spectrum calculation is shown in percent. Matter power spectra have been modelled using the Takahashi et al. (2012) version of
the halo model. Right: Relative difference in per cent between the diagonal elements of the covariance matrix for 𝜉± calculated with the KiDS-1000
covariance code (Joachimi et al. 2021) and the OneCovariance code. The covariance shown here does not contain shape noise.

functions and bandpowers in the same way. In general, we find the consistent trend that contributions decreasing the covariance will
bias the constraint on 𝑆8 to larger values, as expected by signal-to-noise considerations. It should also be highlighted that, while the
marginal posterior maximum can shift, the upper limit of the 68 per cent interval is very robust. Here we find the largest effect from
the new mixed term (compare Figure 5 and appendix F), since it strongly changes the off-diagonal elements of the covariance matrix
while leaving the diagonals untouched. Note that we do not include the new mixed term in the COSEBIs or bandpower covariance
matrix at this stage, since they are mapped directly from harmonic space and not from real space to avoid discretisation effects or
the computation of a very finely sampled real space covariance matrix.

All those considerations are of course very specific to the KiDS-Legacy survey. They show, however, that our inference of 𝑆8 and
in particular the upper limit of the corresponding error is very robust when changing the covariance modelling. While the impact of
the mixed term seems very daunting in the light of next-generation surveys it should be highlighted that KiDS is a ground-based,
single-visit survey, thus being much more inhomogeneous than Euclid or LSST, which are either in space or scan the same patch of
the sky multiple times respectively. It is thus expected that the idealised mixed term is more accurate for these surveys.

In Figure 2, we scrutinize the different contributions of the covariance matrix for the KiDS-Legacy analysis, focusing on the
COSEBIs covariance. Since we have shown 𝜉± and bandpowers so far, we discuss this using the COSEBIs covariance. Specifically,
we plot the Pearson correlation coefficient. The structure of each of the six subplots is the following: the COSEBI mode, 𝑛, varies
in each small square from 𝑛 = 1, . . . , 5 while the tomographic bin combination 𝑖 ≤ 𝑗 , from one square to the next. We also do not
show the covariance of the 𝐵𝑛 modes, as they are only given by the shape noise contribution. Lastly, we only include cosmological
contributions and do not consider the multiplicative shear bias uncertainty. The six large sub-squares of Figure 2 show the six terms
of the covariance matrix discussed in Section 2.1. The covariance is dominated completely by the Gaussian term, with the SSC
and nG contribution only making up to around 35 and 15 per cent each on the off-diagonals. The Gaussian contribution itself is
dominated by the sample variance terms on the off-diagonals, while the shape noise and the mixed term dominate the diagonals,
with relative importance increasing towards tomographic bins at higher redshift.

7.3. Comparison with selected existing codes

The analytical covariance utilised in KiDS-1000 has undergone extensive testing against mock data, as detailed in Joachimi et al.
(2021). While some of these tests will be reiterated in the following sections using updated simulations, we will present a selection
of results to validate the OneCovariance code.

Given that the OneCovariance code interfaces with CAMB for linear and non-linear matter power spectra, and other codes like
CCL employ a modified version of our halo model trispectrum implementation, we do not validate these quantities directly. The first
step of our validation is therefore to compare the CS angular power spectra, or in other words, the line-of-sight projection. On the left
side of Figure 3 we demonstrate the relative accuracy of the OneCovariance code compared to CCL. A KiDS-Legacy-like setup
with six source bins was used and the non-linear matter power spectrum has been calculated using halofit (Takahashi et al. 2012).
The tomographic bin combination index is colour-coded, that is labelling each bin combination, 𝑖 ≤ 𝑗 with a unique number starting
at one. We find that the agreement is well below a percent, except for the very first tomographic bin. This difference originates from
slightly different extrapolations used for the non-linear matter power spectrum (as can be seen by the steep rise at large multiples)
as well as the kind of interpolation used for the source redshift distributions. The small visible spikes are of order 10−3 and can
be traced back to different accuracy settings when CAMB is called via CCL or the OneCovariance as well as slightly different
interpolation schemes. However, we find excellent agreement with CCL.

Another critical validation step involves comparing our code with the covariance code used in the KiDS-1000 analysis. The right
panel of Figure 3 displays the percentage difference between the OneCovariance code and the previously employed code for the
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Parameter Symbol Value
Hubble constant ℎ 0.670
Cold dark matter density Ωc 0.276
Baryonic matter density Ωb 0.050
Curvature density Ωk 0
Spectral index 𝑛s 0.960
Matter fluctuation amplitude at 8 Mpc ℎ−1 𝜎8 0.786
Baryon feedback amplitude 𝐴bary 3.1
Sum of the neutrino masses

∑
𝑚𝜈 0.06 eV

Table 1. Fiducial choice of cosmological parameters within ΛCDM used for the forward simulations to test the signal and noise modelling for
KiDS-Legacy-like. The given cosmology is equivalent to 𝑆8 ≡ 𝜎8 [(Ωb + Ωc)/0.3]1/2 = 0.82. The parameters are set in accordance with the
constraints from KiDS-1000 (Asgari et al. 2021), while 𝜎8 is set to be the mid-value between KiDS-1000 and Planck (Planck Collaboration et al.
2020).

diagonal elements of the 𝜉± covariance matrix, excluding shape noise. We conducted this comparison across nine logarithmically
spaced angular bins ranging from 0.5 and 300 arcmin. Once again, we observe excellent agreement, with differences within a few
per cent. Slightly larger disparities are noted at small angular scales, primarily attributed to differences in integration accuracy and
cut-off limits for the integrals, particularly for the non-Gaussian (nG) and super-sample covariance (SSC) contributions. However,
these discrepancies, while reaching up to 15 per cent, are not significant as small scales are shot-noise dominated, thereby minimally
impacting previous analyses. Similar validation procedures were repeated for bandpowers and COSEBIs, yielding agreement below
a per cent with previous studies (Joachimi et al. 2021; Asgari et al. 2021). Notably, due to the more compact Fourier filters, the
agreement for these cases is even better than for real space statistics. Additionally, we verified that we obtain identical results when
passing Fourier filter functions externally to the code for different statistics (for how to pass external information, see Appendix A).

8. Validation against simulations

Testing the CS signal and noise modelling for the final release of the KiDS data, dr5, necessitates a substantial number of realisations
of the data to accurately characterise the covariance. Achieving this requires forward simulations that closely resemble real data,
incorporating factors such as the survey mask and variable depth. In this section, we detail the construction of the forward simulations
employed to validate the error modelling in KiDS-Legacy. Section 8.1 provides an overview of the log-normal mocks and Section 8.2
briefly describes how the mocks are populated with galaxies and how the shape catalogues are created. Lastly, in Section 8.3 we
compare the simulations against the analytical covariance.

Central to our assessment are key comparison figures that directly juxtapose our most realistic mock with the OneCovariance
code. As all summary statistics can be derived from the real space correlation function, we only measure those on the mocks.
Figures 4 to 6 show the comparison for the signal, the correlation coefficient and diagonal covariance matrix elements respectively.

8.1. GLASS simulations

The forward simulations for covariance validation in this study are founded on the KiDS-SBI14 suite of simulations detailed in
von Wietersheim-Kramsta et al. (2025). At the core of the pipeline lie log-normal mocks of the 3-dimensional matter distribution
in radial shells, which are subsequently projected along the line of sight to create shear maps. This process is facilitated within
the GLASS15 (Generator for Large-Scale Structure) framework (Tessore et al. 2023). GLASS generates log-normal realisations to
match the two-point statistics of the given input power spectrum. While higher-order statistics are not precisely recovered due to
the inherently non-log-normal nature of the cosmic density field, this nonlinear transformation captures a significant portion of the
trispectrum (Friedrich et al. 2021; Hall & Taylor 2022) relevant for the covariance matrix.

Within this framework, 4224 simulations are created for two distinct survey configurations, akin to the one selected in Joachimi
et al. (2021), a discussion of which is provided in further detail in Section 8.2. The cosmological parameters remain fixed at the
values specified in Table 1. The 3-dimensional power spectrum of the input matter is computed using CAMB (Lewis et al. 2000;
Lewis & Bridle 2002; Howlett et al. 2012), with non-linear corrections computed from HMCODE2020 (Mead et al. 2020). After
computing the angular power spectra of the matter distribution in 22 shells of roughly equal thickness spanning the KiDS-Legacy
redshift range, GLASS generates corresponding log-normal matter fields in each shell. The shell thickness ranges between 100 and
200ℎ−1Mpc, ensuring a reasonably accurate description of the matter field as log-normal (Hall & Taylor 2022; Piras et al. 2023),
while also being sufficiently finely sampled to accurately capture the matter overdensity along the line of sight. The computationally
intensive integration for the 𝐶ℓ in the matter shells is executed using Levin’s method (Levin 1996; Zieser & Merkel 2016; Leonard
et al. 2023). Subsequently, the concentric shells are integrated along the line of sight, weighted by the lensing efficiency function
(refer to Tessore et al. 2023, for detailed information), resulting in a CS field realisation covering the entire sky. It is noteworthy that
intrinsic alignments are not included in the covariance matrix validation. However, this omission does not compromise the validity
of our tests, given that intrinsic alignment exerts minimal influence on the covariance matrix (see Figure 1) even if removing it
completely and generally shares the same functional form as the lensing signal, thus being equally well accounted for.

14 https://github.com/mwiet/kids_sbi 15 https://glass.readthedocs.io/stable/
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Fig. 4. Relative difference between the signal measured in the 4224 Egretta mocks (realistic mask and depth variations) with the signal prediction
of OneCovariance code. The colour bar indicates the different unique tomographic bin combinations, the same as in Figure 3. Dashed lines show
𝜉− and solid lines 𝜉+. The grey band indicates a five per cent relative difference. The different plots show varying settings in the OneCovariance
code. In particular, we distinguish whether the averaging over the 𝜃 bin (see Equation 61) is carried out and if the pixel window due to the finite
resolution of the healpix map is taken into account, i.e. damping power on small scales (𝑁side correction).

8.2. KiDS-Legacy-like mocks

Given a realisation of the density and shear fields, galaxies are sampled within those, including systematic effects such as the
survey footprint and the effect of variable depth on the redshift distribution and the shape noise with the help of SALMO (Speedy
Acquisition for Lensing and Matter Observables, Joachimi et al. 2021).

To create a realistic number density of galaxies, we utilise organised randoms (ORs, introduced in Johnston et al. 2021). ORs
employ self-organising-maps (SOMs, Kohonen 1982) to generate random samples that follow the spatial variability induced by a
high-dimensional systematic space. SOMs are unsupervised neural network algorithms which are designed to map a high-dimensional
data space onto a two-dimensional map while preserving topological features of the input data space. We define a systematic data
vector including atmospheric seeing, sky background light, stellar number density, dust extinction and variations in the point-spread
function. The SOM provides a map of Tiaogeng (TG, see Yan et al. 2025, for a detailed explanation) weights, 𝑤TG, as a function of
pixel on the sky. The TG weights quantify the anisotropic selection function on the galaxy sample observed within KiDS as a function
of the aforementioned observational systematics in a manner that is independent of the cosmological signal in the data. We found the
TG weights to be a good indicator of the local seeing, atmospheric transparency and signal-to-noise, so it can be considered a good
estimator of variable depth. In particular, the TG weights are uncorrelated with the 𝑟-band magnitude measurements of galaxies
and their photometric redshift, while being highly correlated with the magnitude limit in the 𝑟-band which KiDS uses for shape
measurements, the degree of background noise, and the PSF variations. Hence, 𝑤TG can robustly predict the local observational
depth independently of the galaxy position and shape measurements. Next, we partition each of the six tomographic bins into ten
equi-populated bins in 𝑤TG. For each 𝑤𝑖

TG we independently recompute the effective number density, 𝑛eff , and the total ellipticity
dispersion 𝜎𝜖 , from the galaxy population. It is possible to linearly interpolate 𝑛eff and 𝜎𝜖 as a function of 𝑤TG allowing the
evaluations of both quantities at every pixel in the KiDS-Legacy-like footprint from the single spatial 𝑤TG map. We use a footprint
of approximately 1000 deg2 with an 𝑁side = 1024.

The redshift calibration itself uses the following photometric bin boundaries: [0.1, 0.42, 0.58, 0.71, 0.9, 1.14, 2), adding a
sixth tomographic bin in KiDS-Legacy compared to KiDS-1000 (see Section 7.1) By applying this binning scheme to the mock
catalogues, we obtain the redshift distributions discussed above from the SOM, mapping the observed photometric redshifts to
spectroscopic redshifts based on a reference spectroscopic sample (Wright et al. 2020; Hildebrandt et al. 2021).

Having set up the forward simulations, the two-point correlation functions 𝜉± are measured on each realisation using TreeCorr
(Jarvis et al. 2004), following the same implementation described in Giblin et al. (2021); Joachimi et al. (2021). Initially, 𝜉± are
measured in the north and south separately using 300 logarithmically-spaced bins in 𝜃 ∈ [0.5, 300] arcmin. The estimated correlation
functions, 𝜉± are then combined as a weighted mean:

𝜉
(𝑖 𝑗 )
± (𝜃) =

𝑁
(𝑖 𝑗 )
pairs, N 𝜉

(𝑖 𝑗 )
±, N (𝜃) + 𝑁

(𝑖 𝑗 )
pairs, S 𝜉

(𝑖 𝑗 )
±, S (𝜃)

𝑁
(𝑖 𝑗 )
pairs, N + 𝑁

(𝑖 𝑗 )
pairs, S

, (89)

with the weighted galaxy pairs and measured correlation functions in tomographic bins 𝑖 and 𝑗 in the north (N) and south (S)
fields respectively. Lastly, the finely binned correlation functions are then re-binned into the final nine logarithmically-spaced 𝜃 bins
covering the same range.

In Joachimi et al. (2021), three kinds of mocks, Buceros, Cygnus and Egretta, with increasing complexity were distinguished.
Buceros is an idealised survey with a simple rectangular footprint and a homogeneous number density which serves as a baseline
check of the covariance modelling, which was already found to agree within a few per cent with the analytical covariance (Joachimi
et al. 2021). Given the agreement of the OneCovariance with the KiDS-1000 covariance matrix, see Figure 3, this mock as such is
not considered. In case of Cygnus, we mask the simulations according to a realistic KiDS-Legacy-like mask. However, the survey is
kept homogenous in 𝑛eff and 𝜎𝜖 . In particular, the intrinsic ellipticities are sampled from a Gaussian distribution with fixed 𝜎𝜖 and
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Fig. 5. KiDS-Legacy covariance matrix for real space correlation functions. Note that each square represents a unique combination of tomographic
bins and contains the covariance for that combination in 9 angular bins between 0.5 and 300 arcmin. The diagonals are in the order 𝑖 ≤ 𝑗 with
the tomographic bin indices 𝑖 and 𝑗 . Left: Correlation coefficient of the full covariance matrix without multiplicative shear bias uncertainty. In the
lower triangle, the analytic covariance is shown, while the upper triangle shows the covariance as measured in the Egretta mocks (realistic mask
and depth variations). Right: Relative impact of the new mixed term (see Appendix F) on the Gaussian part covariance matrix compared to an
idealised mixed term with a homogeneous pair and triplet counts. The latter were directly estimated from the KiDS-Legacy-like catalogue.

zero mean for each tomographic bin. In the most complex mock, Egretta, the homogeneity and isotropy assumption in 𝑛(𝑧), 𝑛eff and
𝜎𝜖 are dropped, and they are sampled from realisations in the 𝑤TG maps. Therefore, Egretta is a realistic representation of the real
KiDS-Legacy-like catalogue, including all systematics discussed before. It will therefore be used as the benchmark for the analytical
covariance matrix. For more details on the simulations, we refer the reader to Joachimi et al. (2021).

8.3. Comparison with mocks

We will limit the discussion to the most realistic mock, Egretta, since a general comparison between the different mock settings was
already done in Joachimi et al. (2021) which the OneCovariance code was validated against. Having said that, we want to briefly
summarise those results here again. For the Buceros mock with an idealised footprint and homogeneous survey properties, we find
agreement and the percent with slightly larger difference at large separations. Due to the more complex survey mask in Cygnus,
those difference become more pronounced, leading to ten per cent differences at 300 arcmin separation. At smaller scales, however,
the difference is still well below five per cent.

Before delving into the covariance comparison with Egretta we show the relative difference between the signal measured in the
simulations for 𝜉± and calculated from theory via the OneCovariance code is shown in Figure 4. Dashed lines represent 𝜉− and
solid lines 𝜉+ while the colour bar indicates the tomographic bin index combination. The four panels show different settings of the
theory calculation. In particular, the resolution of the simulation is partially mimicked by taking the pixel window into account which
dampens the power on scales, ℓ ≤ 𝑁side and we explicitly average over angular bins in which the correlation function is measured.
The grey band shows a 5 per cent difference between the simulation and the theory predictions. In general, we see good agreement
between the theoretical predictions and the simulation, within 5 per cent. Incorporating the damping of small-scale power into the
theoretical predictions slightly enhances the agreement on small angular scales. However, because of the broad filter function in
Fourier space of 𝜉±, the small angular bins necessitate information from relatively small scales and are thus not accurately represented
in the simulation. This effect is particularly noticeable for 𝜉− which requires integration up to ℓ > 104 to reach convergence for
𝜃 < arcmin, although it is not evident for 𝜉+ at the scales displayed in this figure for clarity. For 𝜉+, this effect can be observed at scales
below a few arcminutes. Nevertheless, for the covariance comparison, this limitation should not present a significant issue, as the
covariance will be predominantly influenced by shape noise on small scales. Additionally, we observe that bin-averaging introduces
differences of a few per cent across all angular bins, with no significant variation as a function of 𝜃, consistent with expectations due
to the logarithmic binning scheme.

On the left side of Figure 5, we present the covariance for the setup outlined in Section 8.2. The lower triangle displays
the analytic prediction, while the upper triangle shows the covariance estimated from the mock data. Visually, there is excellent
agreement between the simulation and theory for the correlation coefficient. The elements are ordered in such a way that each square
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Fig. 6. Relative difference between the standard deviation of the Egretta mocks (realistic mask and depth variations) and the one from the analytic
covariance matrix from the OneCovariance code for the same setting as Figure 5. Dashed lines show 𝜉− and solid lines depict 𝜉+. The tomographic
bin combination is shown in the top-left corner of each subplot.

corresponds to a unique combination of tomographic bins, arranged in increasing order such that 𝑖 ≤ 𝑗 . Overall, it is evident that
the covariance is dominated by shape noise. However, for the tomographic bins at higher redshifts, as discussed in more detail in
Section 7.2, other contributions become more pronounced.

The right panel of Figure 5 illustrates the impact of this modelling choice for the mixed term on the covariance matrix. Specifically,
it shows the relative difference between these two cases for the Gaussian covariance matrix, i.e. considering an idealised mixed-term
with homogeneous number density and no masking effects relative to using the triplet counts directly from the catalogue (compare
Equation (6) and Appendix F respectively). Generally, we observe that the effect is most pronounced at large or small angular
separations, while intermediate separations are less affected. This behaviour is expected because large scales are influenced by the
extent of the survey, while very small scales can be affected by masking effects within the survey area. Additionally, the effect on
the diagonal is less noticeable due to the contribution of shape noise.

For 𝜉+, the effect of the updated mixed term reaches a maximum of 10 per cent. However, for 𝜉− and its cross-correlation with
𝜉+, the effect can be significant for individual elements of the covariance matrix, exceeding 50 per cent. Nonetheless, since the signal
strength for 𝜉− is relatively small, this effect is mitigated by the shape noise (its impact on inference is discussed in Section 7.2). It is
worth noting that although there are individual points showing a substantial effect in the cross-covariance between 𝜉+ and 𝜉− , this is
attributed to numerical noise and does not influence the results since the corresponding covariance matrix elements are very small.

We anticipate this effect to be less pronounced for larger and more homogeneous surveys than KiDS-Legacy. Surveys like Euclid
and LSST are expected to have fewer spatial variations in the number density of sources. This statement, however, bears the caveat
that the other components of the covariance matrix will become more significant for these surveys as they are deeper, resulting in a
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Fig. 7. Showcase of the consistency tests possible with the OneCovariance code. This is a cosmic shear setting as in KiDS-1000 (Asgari et al.
2021), i.e. 5 tomographic bins, 8 band power bins, 5 modes for COSEBIs and 9 bins for 𝜉±. The code was used to create the full covariance matrix
for any pair of those three statistics. Since these are all summary statistics for the same tracer and almost over the same physical scales, the matrix
is close to being singular. In fact, the full matrix shown here has a single negative eigenvalue originating from numerical noise. However, the
sub-covariance matrices between each pair of summary statistics are still positive-definite. Note that we do not show the B modes for COSEBIs
and bandpowers, since they mainly consist of shape noise (they are still highly correlated with the shape noise of the other statistics, though).

stronger CS signal compared to the shape noise. Therefore, a concluding analysis of the impact of the mixed term in a stage-4 survey
will be the subject of future work.

Finally, Figure 6 illustrates the relative difference in the standard deviation, i.e. the square root of the diagonal elements of the
covariance matrix, between Egretta and the OneCovariance code. There is excellent agreement at small angular scales due to the
contribution of shape noise, as the pair counts are matched to those measured in the Egretta mocks. It is worth noting that we address
the most significant effect of variable depth, which generally changes the shape-noise in KiDS-Legacy compared to a uniform galaxy
distribution. This effect is driven by the distribution of 𝑤TG, which skews above the mean, resulting in most pixels in the field being
under-dense compared to the mean galaxy density. Generally, the agreement between the mocks and the analytical covariance is of
a slightly better level than in previous analysis (Joachimi et al. 2021). Due to the increased sensitivity of KiDS-Legacy compared to
KiDS-1000 the question arises whether this agreement is good enough. As discussed above, the main effect is the survey geometry
which we address in Appendix F reconsiderederation of the ‘mix’ term and via the pair counts in Equation (64). In the ‘sva’ term,
however, the survey geometry is only accounted for via the 𝑓sky approximation. To asses the accuracy we analysed mock data vectors
with the fiducial KiDS-Legacy covariance (compare to the grey band in Figure 1), including the new mixed term, and directly with
Egretta. We found that using the Egretta covariance gives a shift in 𝜒2 similar to the inclusion of the survey geometry in the ‘mix’
term. From this we conclude that the 𝑓sky approximation in the ‘sva’ term is still accurate enough for KiDS-Legacy. If the sensitivity
with upcoming surveys is further increased, this approximation might need to be reconsidered. This point is discussed a bit more in
the conclusions.

9. OneCovariance applications

To demonstrate the versatility of the OneCovariance code, we employ it to address two additional key aspects of the KiDS-Legacy
analysis: consistency tests among different summary statistics in Section 9.1 and clustering redshifts in Section 9.2. These aspects
are integral to the studies presented in Stölzner et al. in prep. and Wright et al. in prep., respectively. In Figure 7, we present the
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Fig. 8. Left: Redshift distribution of the target sample for five tomographic bins of KiDS-1000 as solid lines. The grey bars indicate the reference
sample. Right: Pearson correlation coefficient with the lower triangle showing the predictions of the analytical prescription, Equation (91), while
the upper triangle shows the results obtained by Jackknife resampling from Hildebrandt et al. (2021), compare their Figure 3.

correlation coefficient between the three main summary statistics utilised in KiDS-Legacy. For the clustering redshift covariance,
our primary findings are depicted in Figure 8 and Figure 10. These illustrations offer a comparison with mocks and validate the
fundamental structure of the Jackknife covariance employed for the redshift calibration.

9.1. Consistency tests

As an initial showcase of the OneCovariance code’s capabilities for KiDS-Legacy CS, we present the covariance matrix between
various summary statistics. This calculation, facilitated by the ARBsummary class of the code (see Appendix A), serves as a
foundational component for the consistency checks (or cross-validation) that will be carried out in Stölzner et al. in prep, a process
that hinges not only on calculating the covariance of each summary statistic but also on their cross-covariance. Given that the different
summary statistics probe nearly identical physical scales, the resulting covariance matrix exhibits significant cross-correlation and
can be close to singular.

As a specific example and to demonstrate the versatility of the OneCovariance code, we undertake the covariance matrix
calculation for a KiDS-1000 setup. This pairwise computation encompasses our principal CS summary statistics. It is, however,
available for arbitrary summary statistics of all tracers supported by the code.

The resulting correlation coefficient is depicted in Figure 7, showing large off-diagonal elements between different summary
statistics originating both from sample variance terms as well as shape noise. Moreover, the pronounced correlations highlight that
the diverse summary statistics employed in the KiDS-Legacy analysis are almost completely degenerate.

The OneCovariance code can straightforwardly accommodate any combination of summary statistics envisioned by the user
since it propagates the relation between summary statistics and the harmonic covariance through simple integral transformations
(compare Equation 51). Consequently, users can seamlessly integrate different summary statistics for various tracers or explore the
impact of different scale cuts for any summary statistic, as done for COSEBIs in Dark Energy Survey and Kilo-Degree Survey
Collaboration et al. (2023).

9.2. Clustering redshifts

As the final application of the OneCovariance code in this study, we investigate the covariance matrix of clustering redshift
estimation (see e.g. Lima et al. 2008; Bonnett et al. 2016; van den Busch et al. 2020; Hildebrandt et al. 2021) which utilises a
spectroscopic reference sample (s) and a target sample with noisy redshift estimates (p). In Hildebrandt et al. (2021) a covariance
using Jackknife resampling was used. So far, however, it was never compared to analytical expectation. In this section we are filling
this gap. By measuring the correlation function, Equation (59), between these two samples at fixed physical scale 𝑟 at different
redshifts, the redshift distribution 𝑛(𝑧) can be recovered up to an irrelevant multiplicative constant (as the redshift distribution will
be normalised in the end) and bias evolution of the target sample:

𝑛p (𝑧) =
𝑤sp (𝜃 (𝑟), 𝑧)

Δ𝑧
√︁
𝑤ss (𝜃 (𝑟), 𝑧)

, (90)
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Limber approximation, Equation (10), while dashed lines make use of the full expression, Equation (8). Right: Fractional difference in percent of
the Gaussian covariance term when using Limber versus non-Limber.

where Δ𝑧 is the redshift width of each cross-correlation measurement. By labelling tomographic bin indices of the target sample
with Greek letters and reference sample redshift bins with Latin letters, the covariance for this estimator at first order is:

Cov
[
𝑛𝛼 (𝑧𝑖), 𝑛𝛽 (𝑧 𝑗 )

]
≡ Cov

[
𝑤𝑖𝛼

Δ𝑧𝑖
√
𝑤𝑖𝑖

𝑤 𝑗𝛽

Δ𝑧 𝑗
√
𝑤 𝑗 𝑗

]
≈ 1

Δ𝑧𝑖Δ𝑧 𝑗
√
𝑤𝑖𝑖𝑤 𝑗 𝑗

[
𝐶𝑖𝛼 𝑗𝛽 − 𝑤𝑖𝛼

2𝑤𝑖𝑖

𝐶𝑖𝑖 𝑗𝛽 −
𝑤 𝑗𝛽

2𝑤 𝑗 𝑗

𝐶𝑖𝛼 𝑗 𝑗 +
𝑤𝑖𝛼𝑤 𝑗𝛽

4𝑤𝑖𝑖𝑤 𝑗 𝑗

𝐶𝑖𝑖 𝑗 𝑗

]
. (91)

Here 𝐶𝑖 𝑗𝑘𝑚 denotes the covariance between clustering measurement 𝑤𝑖 𝑗 and 𝑤𝑘𝑚 at fixed scale 𝑟 . The last three terms are only
non-zero if 𝑖 = 𝑗 , with some small off-diagonal elements from the full non-Limber expression. Only the first term can have important
off-diagonal elements, in particular where the redshift of the reference sample 𝑖 approaches the support of the target sample 𝛽 (and
the same for 𝑗 and 𝛼.

The performance evaluation of the analytic covariance for clustering redshifts is conducted using the synthetic data outlined
in Hildebrandt et al. (2021) and van den Busch et al. (2020). This dataset comprises mock galaxy samples closely resembling
the KiDS+VIKING-450 (KV450) CS sample. The basis of these mock samples is the MICE simulation (Fosalba et al. 2015). The
cosmological model adopted in these simulations adheres to a ΛCDM model with parameters: Ωm = 0.25, ΩΛ = 1−Ωm, Ωb = 0.044,
𝜎8 = 0.8, and ℎ = 0.7. These simulations are accompanied by the corresponding galaxy catalogues (Crocce et al. 2015), serving
as the foundation for the publicly accessible pipeline for generating KiDS mock samples16. Due to the nature of the estimator, the
covariance retains a residual dependence on the bias evolution of the target sample. Davis et al. (2018) characterised this bias using
the parameterisation B𝛼 (𝑧) = (1+ 𝑧)𝛼, we use the values from van den Busch et al. (2020); Hildebrandt et al. (2021) for the residual
bias evaluation in the covariance modelling.

Figure 8 illustrates the resultant redshift distributions for the five tomographic bins of KiDS1000, represented by solid colour-
coded lines on the left side, denoting the target sample. The redshift distribution of the reference sample is depicted as a bar chart. On
the right, the Pearson correlation coefficient of the corresponding covariance matrix is displayed for scales 𝑟 ∈ [0.1, 1]ℎ−1Mpc. In
the upper triangle, we show the analytic prediction of Equation (91), while the lower triangle uses the mock catalogue and Jackknife
re-sampling over the individual subsamples of the simulation. The general structure is very similar, in particular, one can see that the
previously mentioned non-vanishing off-diagonals at 𝑖 ≠ 𝑗 are in the correct position. Moreover, the diagonal of each block matrix
exhibits comparable structures, providing valuable qualitative validation of the jackknife covariance outlined in Hildebrandt et al.
(2021).

With the narrow redshift bins employed in cross-correlation measurements with spectroscopic surveys, the applicability range
of the Limber approximation, as denoted by Equation (10), is significantly constrained. As discussed in Loverde & Afshordi (2008),
the next-to-leading order term in the expansion becomes sub-dominant for ℓ > 𝜒/Δ𝜒, where Δ𝜒 is the width of a Gaussian redshift
bin at co-moving distance 𝜒. For the present situation, this requires the non-Limber calculation up to ℓ ∼ 103. In the left plot of
Figure 9, we depict the angular power spectrum of spectroscopic sample auto-correlations. Dashed lines represent the complete
integral, as described in Equation (8), while solid lines utilise the Limber approximation. All lines are colour-coded with respect to
the spectroscopic redshift bins (as illustrated in the bar plot of Figure 8). It is evident from the figure that the non-Limber projection
significantly impacts the integrand of 𝑤s𝑖s 𝑗 . On the right side of Figure 9, we illustrate the impact of the non-Limber approximation
on the Gaussian error of the covariance, revealing approximately 50 per cent effects for all tomographic bins.

Figure 10 presents, on the left side, the contributions to the covariance as a function of redshift, colour-coded according to the
tomographic bin index. It is evident that low redshifts are significantly influenced by the non-Gaussian covariance (as indicated by
dashed lines), while the shot noise contribution remains negligible for all redshifts. On the right side of Figure 10, we juxtapose the
analytical covariance with simulations (indicated by symbols with thin lines). We observe a good agreement for the lower tomographic

16 Accessible at https://github.com/KiDS-WL/MICE2_mocks
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Fig. 10. Left: Contribution to the standard deviation of the clustering redshift measurements. Solid lines correspond to the total variance, dashed
lines to the non-Gaussian contribution, and dotted lines to the shot noise. For all tests, we ignored the SSC term, since it is suppressed for galaxy
clustering. Right: Comparison of the analytical standard deviation (solid lines) with the simulations (symbols).

bins, with the increase attributed to the non-Gaussian contribution clearly visible. However, this increase is less pronounced in the
fourth and fifth tomographic bins for the analytical covariance, whereas it remains evident in the mock data. This difference is likely
due to uncertainties in the non-linear modelling of the trispectrum, especially as we measure signals deep within the non-linear
regime, 𝑘 > 1ℎ/Mpc.

It is worth noting that while the non-Limber effect is easily detectable for the Gaussian covariance, its influence on the non-
Gaussian term presents a more challenging task and has thus far only been explored in Lee & Dvorkin (2020) for trispectra using
specific kernels from perturbation theory and the galaxy bias expansion. Their analysis suggests significant effects on the trispectrum.
However, a similar analysis for general trispectra, such as those from the halo model, remains unexplored and is beyond the scope
of this section for several reasons. Firstly, while the OneCovariance can compute the non-Limber projection of power spectra, its
primary utility lies in photometric surveys with broader window functions, where Limber’s approximation is more readily applicable.
Secondly, spectroscopic samples, necessitating non-Limber calculations, are typically conducted on quasi-linear scales, unlike the
one presented here. On those scales, the non-Gaussian contribution is generally less significant. Lastly, this application serves as a
comprehensive test and sanity check for clustering redshift covariance, where jackknife resampling is readily available. Furthermore,
realistic samples are likely to be more influenced by noise, as galaxy density tends to be substantially lower, at least by a factor of
ten.

10. Present and future of the OneCovariance code

In this section, we offer a summary of the capabilities of the code, delineate the modelling choices incorporated, underscore its
flexibility, and contemplate potential avenues for future enhancements.

10.1. What is in the OneCovariance code right now?

We have provided a comprehensive review of the covariance matrix modelling in KiDS so far in Sections 3 and 4. Employing a halo
model approach, we have consolidated all relevant equations used in various analyses, encompassing CS (Hildebrandt et al. 2020;
Asgari et al. 2021), GGL, GC, and the CSMF (Heymans et al. 2021; Dvornik et al. 2018, 2023). This effort culminates in establishing
the legacy of analytic covariance modelling within KiDS. While our primary focus lies on CS for the direct validation of the code in
this study, we have implemented all pertinent quantities into the new OneCovariance code from scratch and cross-validated them
against previous results. Moreover, we have reviewed and incorporated all summary statistics utilised within KiDS in Section 5,
encompassing real space correlation functions, COSEBIs, and bandpowers, each applicable across all three tracers. Through the
development of a unified code for covariance matrices, we have streamlined the calculation process, now directly linking harmonic
space statistics to observables via integral transformations. This approach differs from that of KiDS-1000, where the bandpowers
covariance was derived from the 𝜉± covariance. This modification brings the analytic covariance for bandpowers closer to the
theoretical modules employed in KiDS, enhancing the consistency and efficiency of our analyses.

The OneCovariance offers users the capability to effortlessly download and compute simulation-validated covariance matrices
for different traces across various statistical representations including harmonic space, real space, COSEBIs, and bandpowers, all
under the flat sky approximation. While we focused on the comparison using CS in this paper, the code has been validated against
all previous covariance codes employed in KiDS also for the other tracers. Minimal user input is required beyond specifying the
redshift distributions, as the code operates out of the box. Moreover, the code’s flexibility allows for extensive customization. Users
can readily adjust inputs, such as modifying the HOD prescription or directly altering galaxy power spectra or bias parameters.
Additionally, it offers the flexibility to alter line-of-sight weight functions through input, facilitating the definition of entirely new
tracers. For instance, by defining a new line-of-sight weight function and adjusting the HOD prescription, the code can compute
the covariance matrix for the Cosmic Infrared Background or any other intensity mapping quantity. Alternatively, users can provide
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harmonic-space quantities directly, allowing the code to perform the necessary projections to observables. Furthermore, the code
includes scripts to compute the weight functions used for various summary statistics in KiDS-Legacy.

The overarching philosophy of the OneCovariance code is centred on the replaceability of all essential quantities by file
inputs. If a file input is provided, it supersedes the standard configuration of the code, utilising the file input instead. This approach
permeates the entirety of the code, from fundamental quantities required for theory calculations, such as line-of-sight weights
and bias prescriptions, to higher-level quantities including power spectra, their responses, and trispectra. The final elements of the
covariance are effectively arrays for each tracer combination with the general shape

(spatial𝑡1 ,𝑡2 , spatial𝑡3 ,𝑡4 , mass𝑡1 ,𝑡2 ,mass𝑡3 ,𝑡4 ,tomo𝑖,𝑡1 ,tomo 𝑗 ,𝑡2 ,tomo𝑖,𝑡3 ,tomo 𝑗 ,𝑡4 ) .

Here, spatial𝑡1 ,𝑡2 labels the spatial index of the tracer pair 𝑡1, 𝑡2 over which its two-point function is measured. This can be for
example the 𝜃 bin, the band power mode, the order of the COSEBIs, or any other label of an arbitrary summary statistic passed to
the code. mass𝑡1 ,𝑡2 is the corresponding stellar mass bin (this could be also modified to cluster number counts, for example). For
CS, this always has a length of one. Lastly, tomo𝑖,𝑡1 and tomo 𝑗 ,𝑡2 is the tomographic bin combination for the pair (𝑡1, 𝑡2). With this
structured approach, the OneCovariance code possesses the versatility required to handle various scenarios in cosmology, allowing
users to specify inputs via file paths in a configuration file. This means that users can specify the necessary inputs, thereby solving
the often cumbersome task of ordering covariance matrix elements and performing the projection to observables. In essence, the
OneCovariance code provides a comprehensive solution for covariance estimation whenever a HOD prescription-based halo model
is employed for the signal, offering a valuable resource for the cosmological community.

10.2. What will be there in the future?

The future development roadmap for the OneCovariance code includes both incremental improvements and significant expansions
to its functionality. Here is an outline of the planned enhancements:

i) Currently, the code employs the flat sky approximation for defining observables. In the next version, full sky transformations
will be implemented, especially for the Gaussian terms, as they dominate the covariance on scales where curved sky effects
become significant.

ii) The code already supports calculating the non-Limber covariance for Gaussian contributions. The next step involves extending
this capability to cover connected terms as well, enhancing the accuracy of covariance estimates.

iii) Incorporating survey window effects into the harmonic space covariance and propagating them to observables, particularly for
sample variance, will be a crucial addition to enhancing the accuracy of covariance estimates. This could be done by streamlining
the code with NaMaster (Alonso et al. 2019).

iv) A longer list of pre-implemented models will be added to reduce the number of required input quantities, including alternative
HOD and bias prescriptions, streamlining the user experience and expanding the code’s usability.

v) Interfacing CCL (Chisari et al. 2019a) will be implemented, enabling the utilization of pre-defined quantities within CCL and
leveraging its extensive functionalities for enhanced accuracy and efficiency in covariance calculations.

11. Conclusion

In this study, we have provided a comprehensive account of the covariance methodology utilised in and up to the latest data release of
KiDS. This encompasses the validation of the CS covariance matrix utilised in Wright et al. in prep. and Stölzner et al. in prep., as well
as its application to clustering redshifts as employed in Wright et al. in prep. Accompanying this paper is the OneCovariance code, a
unified covariance tool tailored for photometric LSS surveys. We have conducted a thorough validation of the OneCovariance code
for analysing KiDS-Legacy data, with a specific focus on CS. Our validation efforts have yielded several noteworthy conclusions:
We have demonstrated that the theoretical predictions generated by the OneCovariance code align closely with those obtained
from external libraries, such as CCL, at the per cent level. This underscores the robustness and accuracy of the code’s theoretical
predictions. Furthermore, comparisons with the independent implementation of the covariance matrix calculations from KiDS-1000,
as detailed in Joachimi et al. (2021), being typically at the per cent level, reinforces the accuracy of the OneCovariance code. Any
larger discrepancies identified were traced back to differences in accuracy settings or extrapolation schemes used for integrations
when transitioning from harmonic space to observables. Importantly, we have verified that these discrepancies would not have
significantly impacted any previous analyses conducted on KiDS data. This ensures the consistency and reliability of previous
findings derived from KiDS data analyses.

Our validation efforts provide strong evidence supporting the efficacy and accuracy of the OneCovariance code for CS analyses
within the KiDS framework. This instils confidence in the code’s utility for future cosmological investigations, ensuring robust
and reliable covariance estimation in the analysis of LSS data. Next, we established a simulation pipeline to further validate the
covariance matrix. We utilized log-normal realizations of the density field with both a realistic mask and homogeneous sources
(Cygnus), as well as variations in source density (Egretta). On these mocks, we measured the real space correlation functions of
the shear, 𝜉±, and found excellent agreement between the theoretical signal and the signal measured in the mocks. This agreement
was observed across nine logarithmically-spaced angular bins ranging from 0.5 to 300 arcmin. By leveraging the exact pair counts
from the Egretta mocks, we also found similar agreement between the simulation and the analytic covariance as in KiDS-1000.
Particularly, we observed agreement well within ten per cent on most scales, with only the largest angular scales exhibiting more
significant deviations due to survey boundary effects. Importantly, these differences do not significantly impact the final constraints
derived from the analysis.
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A significant deviation from KiDS-1000 was the re-evaluation of the mixed term, namely the cross-correlation between shape
noise and two-point statistics. This term is influenced by both the response of the signal to the survey geometry and the number of
pairs used to estimate the signal itself, owing to the complex survey mask of KiDS. We found that assuming a homogeneous survey
misestimates the Gaussian term by roughly 10 per cent in the case of 𝜉+ for off-diagonal elements, with this effect potentially being
both positive and negative. For 𝜉− and its cross-correlation with 𝜉+, the deviation can be substantial on off-diagonal elements. This is
attributed to the broad support of the Fourier filter for 𝜉− and its sensitivity to many scales, thus being affected by the inhomogeneity
of the KiDS-Legacy sample and the intricate survey footprint. However, despite the potentially large effects on individual covariance
matrix elements, the low signal of 𝜉− and high shape noise mitigate these discrepancies. For upcoming surveys, the situation is less
clear. On the one hand, shape noise effects will become less important and the surveys will become more homogeneous as well as
larger, reducing the importance of edge effects and variable depth. On the other hand, however, due to the increasing importance of
sample variance and the increased overall sensitivity, the usage of an ideal mixed term might still lead to more significant effects on
parameter inference. In future work, we plan an investigation of this issue alongside with the inclusion of the survey geometry in the
‘sva’ term. This can be done by using the pseudo-𝐶ℓ covariance directly to incorperate the effect of the mask.

We examined the influence of various modelling choices for the covariance on the final inference of 𝑆8, demonstrating their
robustness. These choices included the baryonic feedback prescription, the Super Sample Covariance (SSC) and non-Gaussian (nG)
terms, the updated mixed term, and the intrinsic alignment model, among others. The upper bound of the 68 per cent interval
of 𝑆8 remained largely unaffected by these modelling choices. Furthermore, we compared the impact of different terms on the
covariance matrix and found that the Gaussian term overwhelmingly dominated on almost all scales and tomographic bins. The
non-Gaussian and SSC contributions were of minor importance, with the SSC term slightly more significant across tomographic
bins. One contributing factor to the diminished impact of these terms in KiDS-Legacy is the inclusion of the sixth tomographic bin,
which enhances sensitivity to more linear scales, especially given the substantial CS signal in the sixth bin.

Furthermore, we demonstrated that the OneCovariance code can serve as a valuable tool for conducting consistency tests
between different summary statistics or different surveys. That is, we calculate the covariance matrix for the same tracer (CS in this
case) but two different summary statistics. We confirmed that the covariance matrices required for the KiDS-Legacy consistency
tests (Stölzner et al. in prep.) are invertible and well-behaved for pairs of summary statistics. This functionality holds significant
importance when performing consistency tests between large-scale and small-scale analyses of CS data, particularly in addressing
tensions such as the 𝑆8 tension. By enabling such tests, the OneCovariance code enhances the capability to probe and validate
cosmological models across different scales and datasets.

In our final application of the OneCovariance code, we turn our attention to the estimation of the covariance matrix for clustering
redshifts, a critical component utilised in Wright et al. in prep. to validate the Jackknife covariance employed for 𝑛(𝑧) calibration. Our
approach involved applying the code to a KiDS-1000 redshift distribution, slated for calibration against an idealised reference sample
derived from the MICE2 simulations, approximately ten times denser than the actual dataset. Our analysis revealed encouraging
results, with a generally good agreement observed for the correlation coefficient between the analytical and Jackknife covariance
derived directly from the mocks. However, the narrow redshift shells over which the signal is averaged at a given physical scale posed
a challenge, rendering the Limber expression inapplicable over a broad range of scales. Consequently, the covariance experienced
deviations of up to 50 per cent. To address this issue, we incorporated the full non-Limber expression in the Gaussian covariance,
while assuming the Limber expression for the non-Gaussian component. However, we recognise that a comprehensive treatment
necessitates a full non-Limber modelling of the non-Gaussian covariance, a task beyond the scope of this paper. Nevertheless,
our analytical covariance matrix effectively captured the salient features of the Jackknife covariance, thereby serving as a valuable
cross-check for the clustering redshift calibration process.

In summary, our study confirms the robustness of the KiDS-Legacy covariance in delivering accurate results for the 𝑆8 parameter.
By providing the cosmological community with a versatile tool capable of calculating covariance matrices for a wide array of
photometric(-like) LSS observables in both current and future surveys, we hope to facilitate further advancements in cosmological
research.
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R. Reischke et al.: KiDS-Legacy: OneCovariance

<latexit sha1_base64="zhHDM/uTLM+mavGPmjMsLNVuvJ0=">AAACDnicbVDLSsNAFJ3UV62vqEs3wVIQCiURX+Cm2I3LCvYBTSyT6aQdOnkwcyOUkC9w46+4caGIW9fu/BsnbQRtPTBwOOde5p7jRpxJMM0vrbC0vLK6VlwvbWxube/ou3ttGcaC0BYJeSi6LpaUs4C2gAGn3UhQ7LucdtxxI/M791RIFga3MImo4+NhwDxGMCipr1dsH8NI+EkjvUuq1dS+/BFYAHQoMIRCpn29bNbMKYxFYuWkjHI0+/qnPQhJ7NMACMdS9iwzAifBAhjhNC3ZsaQRJmM8pD1FA+xT6STTOKlRUcrA8EKhXgDGVP29kWBfyonvqsnsVjnvZeJ/Xi8G78JRwaIYaEBmH3kxNyA0sm6MAROUAJ8ogolg6laDjLDABFSDJVWCNR95kbSPa9ZZ7fTmpFy/yusoogN0iI6Qhc5RHV2jJmohgh7QE3pBr9qj9qy9ae+z0YKW7+yjP9A+vgGRLZ0Z</latexit>

C++ integrators

<latexit sha1_base64="Ghy/vDsBbIlSWVgmuNcrGUFr9Ec=">AAAB+3icbVDJTgJBEO3BDXEb8ehlIjHxRGYMLkcSYuKBA0ZZEpiQnqaADj1LumsIZMKvePGgMV79EW/+jQ3MQcGXVPLyXlV31fMiwRXa9reR2djc2t7J7ub29g8Oj8zjfEOFsWRQZ6EIZcujCgQPoI4cBbQiCdT3BDS9UWXuN8cgFQ+DJ5xG4Pp0EPA+ZxS11DXzHYQJJpVwfFetPkaUwaxrFuyivYC1TpyUFEiKWtf86vRCFvsQIBNUqbZjR+gmVCJnAma5TqxAvzyiA2hrGlAflJssdp9Z51rpWf1Q6grQWqi/JxLqKzX1Pd3pUxyqVW8u/ue1Y+zfugkPohghYMuP+rGwMLTmQVg9LoGhmGpCmeR6V4sNqaQMdVw5HYKzevI6aVwWnevi1UOpUC6lcWTJKTkjF8QhN6RM7kmN1AkjE/JMXsmbMTNejHfjY9maMdKZE/IHxucPBDCUZQ==</latexit>

CovELLSpace

<latexit sha1_base64="1euCisUoGscNJOmbIaAiP4Jhp/g=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PAizcjmAckS5idTJIhs7PrTG8wLPkOLx4U8erHePNvnCR70MSChqKqm+6uIJbCoOt+O7mV1bX1jfxmYWt7Z3evuH9QN1GiGa+xSEa6GVDDpVC8hgIlb8aa0zCQvBEMb6Z+Y8S1EZF6wHHM/ZD2legJRtFKfhv5E6Z3CcYJTjrFklt2ZyDLxMtICTJUO8WvdjdiScgVMkmNaXlujH5KNQom+aTQTgyPKRvSPm9ZqmjIjZ/Ojp6QE6t0SS/SthSSmfp7IqWhMeMwsJ0hxYFZ9Kbif14rwd61nwplX+KKzRf1EkkwItMESFdozlCOLaFMC3srYQOqKUObU8GG4C2+vEzqZ2Xvsnxxf16qnGdx5OEIjuEUPLiCCtxCFWrA4BGe4RXenJHz4rw7H/PWnJPNHMIfOJ8/oemSog==</latexit>

Output

<latexit sha1_base64="VWUIwfWkISk+GNu22anrmVPw3Fo=">AAAB+3icbVDLSsNAFJ3UV62vWJdugkVwVRLxtSy4cVnRPqANZTKdtEMnM2HmRhpCfsWNC0Xc+iPu/BunbRbaeuDC4Zx7ufeeIOZMg+t+W6W19Y3NrfJ2ZWd3b//APqy2tUwUoS0iuVTdAGvKmaAtYMBpN1YURwGnnWByO/M7T1RpJsUjpDH1IzwSLGQEg5EGdrUPdApZU/L0IaYEFM4Hds2tu3M4q8QrSA0VaA7sr/5QkiSiAgjHWvc8NwY/wwoY4TSv9BNNY0wmeER7hgocUe1n89tz59QoQyeUypQAZ67+nshwpHUaBaYzwjDWy95M/M/rJRDe+BkTcQJUkMWiMOEOSGcWhDNkyvzLU0MwUczc6pAxVpiAiatiQvCWX14l7fO6d1W/vL+oNS6KOMroGJ2gM+Sha9RAd6iJWoigKXpGr+jNyq0X6936WLSWrGLmCP2B9fkD0RuU6g==</latexit>

PolySpectra

<latexit sha1_base64="sZyb2pzYDa1ylgjYnOTh1ZQpCqI=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BIvgqSTi17HgpRehgv2ANpTNZtou3WTD7qRYQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZFySCa3Tdb6uwtr6xuVXcLu3s7u0f2IdHTS1TxaDBpJCqHVANgsfQQI4C2okCGgUCWsHobua3xqA0l/EjThLwIzqIeZ8zikbq2XYX4QmzGhXyXoYgpj277FbcOZxV4uWkTHLUe/ZXN5QsjSBGJqjWHc9N0M+oQs4ETEvdVENC2YgOoGNoTCPQfja/fOqcGSV0+lKZitGZq78nMhppPYkC0xlRHOplbyb+53VS7N/6GY+TFCFmi0X9VDgonVkMTsgVMBQTQyhT3NzqsCFVlKEJq2RC8JZfXiXNi4p3Xbl6uCxXL/M4iuSEnJJz4pEbUiU1UicNwsiYPJNX8mZl1ov1bn0sWgtWPnNM/sD6/AHyVZPV</latexit>

HaloModel

<latexit sha1_base64="f2VSmZuhfQNn81e/GD4bTHiJXsQ=">AAAB83icbVDLSgNBEJyNrxhfUY9eFoPgKeyKr2PAi8eI5gHZJcxOOsmQ2d1hpkcMS37DiwdFvPoz3vwbJ8keNLGgoajqprsrkoJr9Lxvp7Cyura+UdwsbW3v7O6V9w+aOjWKQYOlIlXtiGoQPIEGchTQlgpoHAloRaObqd96BKV5mjzgWEIY00HC+5xRtFIQIDxhdg9o5KRbrnhVbwZ3mfg5qZAc9W75K+ilzMSQIBNU647vSQwzqpAzAZNSYDRIykZ0AB1LExqDDrPZzRP3xCo9t58qWwm6M/X3REZjrcdxZDtjikO96E3F/7yOwf51mPFEGoSEzRf1jXAxdacBuD2ugKEYW0KZ4vZWlw2pogxtTCUbgr/48jJpnlX9y+rF3Xmldp7HUSRH5JicEp9ckRq5JXXSIIxI8kxeyZtjnBfn3fmYtxacfOaQ/IHz+QO1jJIY</latexit>

Setup
<latexit sha1_base64="M/n97IA3fmxux7pyjLDtVXiINDo=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRSP44FPfRmBfuBbSib7aZdutmE3YlYQv+FFw+KePXfePPfuG1z0NYHA4/3ZpiZ58eCa3Scbyu3srq2vpHfLGxt7+zuFfcPmjpKFGUNGolItX2imeCSNZCjYO1YMRL6grX80fXUbz0ypXkk73EcMy8kA8kDTgka6aGL7AnT2u3NpFcsOWVnBnuZuBkpQYZ6r/jV7Uc0CZlEKojWHdeJ0UuJQk4FmxS6iWYxoSMyYB1DJQmZ9tLZxRP7xCh9O4iUKYn2TP09kZJQ63Hom86Q4FAvelPxP6+TYHDlpVzGCTJJ54uCRNgY2dP37T5XjKIYG0Ko4uZWmw6JIhRNSAUTgrv48jJpnpXdi/L5XaVUrWRx5OEIjuEUXLiEKtSgDg2gIOEZXuHN0taL9W59zFtzVjZzCH9gff4AjEGQzg==</latexit>

HOD

<latexit sha1_base64="n6WUDNDOaUHj9RCXD1TQRXEXCD8=">AAAB+XicbVBNS8NAEN3Ur1q/oh69BIvgqSTi17EgiN4q2A9oQ9lsp+3SzSbsTool9J948aCIV/+JN/+NmzYHbX0w8Hhvhpl5QSy4Rtf9tgorq2vrG8XN0tb2zu6evX/Q0FGiGNRZJCLVCqgGwSXUkaOAVqyAhoGAZjC6yfzmGJTmkXzESQx+SAeS9zmjaKSubXcQnjC95QLuZZzgtGuX3Yo7g7NMvJyUSY5a1/7q9CKWhCCRCap123Nj9FOqkDMB01In0RBTNqIDaBsqaQjaT2eXT50To/ScfqRMSXRm6u+JlIZaT8LAdIYUh3rRy8T/vHaC/Ws/5dlLINl8UT8RDkZOFoPT4woYiokhlClubnXYkCrK0IRVMiF4iy8vk8ZZxbusXDycl6vneRxFckSOySnxyBWpkjtSI3XCyJg8k1fyZqXWi/VufcxbC1Y+c0j+wPr8ARt2k/A=</latexit>

FileInput
<latexit sha1_base64="8d9+HyNp6ps5aZHa4Tt7fXU9/Dk=">AAAB83icbVBNS8NAEJ3Ur1q/qh69BIvgqSTi17HgRW8V7Ac0oWy2m3bpZhN2J2IJ/RtePCji1T/jzX/jps1BWx8MPN6bYWZekAiu0XG+rdLK6tr6RnmzsrW9s7tX3T9o6zhVlLVoLGLVDYhmgkvWQo6CdRPFSBQI1gnGN7nfeWRK81g+4CRhfkSGkoecEjSS5yF7wuxOJilO+9WaU3dmsJeJW5AaFGj2q1/eIKZpxCRSQbTuuU6CfkYUcirYtOKlmiWEjsmQ9QyVJGLaz2Y3T+0TowzsMFamJNoz9fdERiKtJ1FgOiOCI73o5eJ/Xi/F8NrPeP4Sk3S+KEyFjbGdB2APuGIUxcQQQhU3t9p0RBShaGKqmBDcxZeXSfus7l7WL+7Pa43zIo4yHMExnIILV9CAW2hCCygk8Ayv8Gal1ov1bn3MW0tWMXMIf2B9/gCz8pIX</latexit>

Input

<latexit sha1_base64="xtblM5ES+w6MVvOq3dhjZFyllJw=">AAAB+nicbVDLSgNBEJyNrxhfGz16GQyCp7Arvo4BLx4jmAckS5idzCZDZmeWmV41rPkULx4U8eqXePNvnCR70MSChqKqm+6uMBHcgOd9O4WV1bX1jeJmaWt7Z3fPLe83jUo1ZQ2qhNLtkBgmuGQN4CBYO9GMxKFgrXB0PfVb90wbruQdjBMWxGQgecQpASv13HIX2CNkVMmID6pc8knPrXhVbwa8TPycVFCOes/96vYVTWMmgQpiTMf3EggyooFTwSalbmpYQuiIDFjHUkliZoJsdvoEH1uljyOlbUnAM/X3REZiY8ZxaDtjAkOz6E3F/7xOCtFVkHGZpMAknS+KUoFB4WkOuM81oyDGlhCqub0V0yHRhIJNq2RD8BdfXibN06p/UT2/PavUzvI4iugQHaET5KNLVEM3qI4aiKIH9Ixe0Zvz5Lw4787HvLXg5DMH6A+czx/HUJRO</latexit>

config.ini
<latexit sha1_base64="VsStBh3eSJXJRw9zwIrrCZhN12w=">AAAB+3icbVDJSgNBEO2JW4zbGI9eGoPgKcxIXI4BLx4jmAWSIfR0apImPQvdNZIQ5le8eFDEqz/izb+xk8xBEx8UPN6roqqen0ih0XG+rcLG5tb2TnG3tLd/cHhkH5dbOk4VhyaPZaw6PtMgRQRNFCihkyhgoS+h7Y/v5n77CZQWcfSI0wS8kA0jEQjO0Eh9u9xDmOBMREmKNBASdNa3K07VWYCuEzcnFZKj0be/eoOYpyFEyCXTuus6CXozplBwCVmpl2pIGB+zIXQNjVgI2pstbs/ouVEGNIiVqQjpQv09MWOh1tPQN50hw5Fe9ebif143xeDWWz4GEV8uClJJMabzIOhAKOAop4YwroS5lfIRU4yjiatkQnBXX14nrcuqe129eqhV6rU8jiI5JWfkgrjkhtTJPWmQJuFkQp7JK3mzMuvFerc+lq0FK585IX9gff4AtGCU1w==</latexit>

input files

<latexit sha1_base64="uiJjowGJO3KGQW9pyccG+Uco9ug=">AAAB/XicbVDLSgMxFM34rPU1PnZuBovgqsxIfSyL3bisYB/QDiWTSdvQTDIkd6p1KP6KGxeKuPU/3Pk3pu0stPVA4HDOudybE8ScaXDdb2tpeWV1bT23kd/c2t7Ztff261omitAakVyqZoA15UzQGjDgtBkriqOA00YwqEz8xpAqzaS4g1FM/Qj3BOsygsFIHfuwDfQB0oocXmMRVuW9yY47dsEtulM4i8TLSAFlqHbsr3YoSRJRAYRjrVueG4OfYgWMcDrOtxNNY0wGuEdbhgocUe2n0+vHzolRQqcrlXkCnKn6eyLFkdajKDDJCENfz3sT8T+vlUD3yk+ZiBOggswWdRPugHQmVTghU5QAHxmCiWLmVof0scIETAl5U4I3/+VFUj8rehfF89tSoVzK6sihI3SMTpGHLlEZ3aAqqiGCHtEzekVv1pP1Yr1bH7PokpXNHKA/sD5/ACW3laU=</latexit>

CovBandPowers
<latexit sha1_base64="Ecm2oOgrIB6seIyRE9ilOQ13xMw=">AAAB/XicbVDJSgNBEO1xjXEbl5uXwSB4CjMSl2MgF48Rs0EyhJ5OTdKkZ6G7JhiH4K948aCIV//Dm39jJ5mDJj4oeLxX1V31vFhwhbb9baysrq1vbOa28ts7u3v75sFhQ0WJZFBnkYhky6MKBA+hjhwFtGIJNPAENL1hZeo3RyAVj8IajmNwA9oPuc8ZRS11zeMOwgOmlWhUGwDS+5gymHTNgl20Z7CWiZORAslQ7ZpfnV7EkgBCZIIq1XbsGN2USuRMwCTfSRTol4e0D21NQxqActPZ9hPrTCs9y4+krhCtmfp7IqWBUuPA050BxYFa9Kbif147Qf/GTXkYJwghm3/kJ8LCyJpGYfW4BIZirAllkutdLTagkjLUgeV1CM7iycukcVF0roqXd6VCuZTFkSMn5JScE4dckzK5JVVSJ4w8kmfySt6MJ+PFeDc+5q0rRjZzRP7A+PwBCYyVkg==</latexit>

CovThetaSpace
<latexit sha1_base64="fm75FkHC+uwD6GX/6fy+00lU4mI=">AAAB/HicbVDLSsNAFJ3UV42vaJdugkVwVRLxtSwtgq6saB/QhjKZTtqhM5MwMymEUH/FjQtF3Poh7vwbJ20W2npg4HDOvdwzx48okcpxvo3Cyura+kZx09za3tnds/YPWjKMBcJNFNJQdHwoMSUcNxVRFHcigSHzKW7743rmtydYSBLyR5VE2GNwyElAEFRa6lulHoNqJFhaDyf1u4fr2q057Vtlp+LMYC8TNydlkKPRt756gxDFDHOFKJSy6zqR8lIoFEEUT81eLHEE0RgOcVdTDhmWXjoLP7WPtTKwg1Dox5U9U39vpJBJmTBfT2ZR5aKXif953VgFV15KeBQrzNH8UBBTW4V21oQ9IAIjRRNNIBJEZ7XRCAqIlO7L1CW4i19eJq3TintROb8/K1dreR1FcAiOwAlwwSWoghvQAE2AQAKewSt4M56MF+Pd+JiPFox8pwT+wPj8AclAlDc=</latexit>

CovCOSEBI
<latexit sha1_base64="XgozXwcuDifaUy8DbYj5j7Qc6NA=">AAACAHicbVC7TsMwFHXKq4RXgIGBJaJCYqoSxGss7cJYEH1IbVQ5rtNatePIdipFURZ+hYUBhFj5DDb+BqfNAC1HutLROffq3nv8iBKpHOfbKK2srq1vlDfNre2d3T1r/6AteSwQbiFOuej6UGJKQtxSRFHcjQSGzKe4408aud+ZYiEJDx9VEmGPwVFIAoKg0tLAOuozqMaCpQ0+vX2oy5gxKBIzG1gVp+rMYC8TtyAVUKA5sL76Q45ihkOFKJSy5zqR8lIoFEEUZ2Y/ljiCaAJHuKdpCBmWXjp7ILNPtTK0Ay50hcqeqb8nUsikTJivO/Nz5aKXi/95vVgFN15KwihWOETzRUFMbcXtPA17SARGiiaaQCSIvtVGYyggUjozU4fgLr68TNrnVfeqenl/UanVizjK4BicgDPggmtQA3egCVoAgQw8g1fwZjwZL8a78TFvLRnFzCH4A+PzB83Zlo0=</latexit>

CovARBsummary

<latexit sha1_base64="LT8ZUn3yECisQshDHFebp7t/b3s=">AAADPnicfVJLixNBEO4ZX+v4yurRS2MQPIXJgqt4WlRkL+IKm92FTAg1PTVJk34M3T3COOSXefE3ePPoxYMiXj3anQ3smMgWNFR/9VV11VedV4Jbl6Zfo/jK1WvXb+zcTG7dvnP3Xm/3/onVtWE4Ylpoc5aDRcEVjhx3As8qgyBzgaf54lWIn35AY7lWx66pcCJhpnjJGTgPTXej40xprgpULmmzvGzfgirAadMsly+SLMcZVy13KPlHXCbUWxZu1GBh57x0tPA9Gp7XoZxNMlTFBT0UpO+qEAJxabk3fh6OhtoKGFLrfHfWcWY7lDkYqRVnl3EO9evOTYJd0JIL7GC2lhJMc5EeCA5Nh1IBN5TpWrmtZIdCgAmFLS1rxcJkK9LG5NNePx2kK6PbznDt9Mnajqa9L1mhWS39Gpjw1cfDtHKTFozvUHilstqiH3sBMxx7V4FEO2lX61/Sxx4paKmNP77pFdrNaEFa28jcMyW4ud2MBfB/sXHtyueTlquqdqjY+UNlLajTNPwlv3uDzInGO8AMD2oyvyZgXlCbeBGGmyNvOyd7g+H+4On7vf7By7UcO+QheUSekCF5Rg7IITkiI8KiT9G36Ef0M/4cf49/xb/PqXG0znlA/rH4z1+WigjN</latexit>

Mandatory:

• redshift distributions

Optional:

• Fourier space statistics

• harmonic space statistics

• HoD

• mask file

• summary statistic filter

• pair count file

• stellar mass function files

<latexit sha1_base64="VW5rbJALojuZVhcKIiengopCfHU=">AAADsnicfVJLj9MwEHYbHkt5deHIxaJC4oBKu+IlTivgsBfEItHdFU2pHGeSjtaPyHaKQtT/x5kb/4ZJW0G6C8xp/Hlmvvk+OykU+jAa/ex0oytXr13fu9G7eev2nbv9/Xsn3pZOwkRaZd1ZIjwoNDAJGBScFQ6EThScJudvm/vTJTiP1nwKVQEzLXKDGUoRCJrvd77HxqJJwYReHSdZ/V6YVATrqtXqdS9OIEdTYwCN32DV4xRxc+KFswn4FuBLrYWruA802QeUntOkOOZhAei4hxDQ5O2OAE57jqap4NIuhUNhJLQqpPWaFOTVDo9bQvV7Hp3lggsiI9VPiM6UOgHHSZDHUHFL1AtRACeVvj07QWrSNgXFWyia4JA6JRcKc6PJFl4IJzTQtu3lj+y7bTepbJfEYNI/hjWW8g9F47VQ/zfUfqW1fQEyuFJvZu/4DRKbV/wn17w/GA1H6+CXk/E2GbBtHM/7P+LUyrLRKJXwfjoeFWFWC0ePp2i3uPRQCHkucphSaojVz+r1l1vxR4SkPCN7M0serdF2Ry2095VOqFKLsPAX7xrwb3fTMmSvZjWaogxg5IYoKxUPljf/l6dITgRVUSKkQ9qVywVZIteOkAnji5IvJycHw/GL4fOPB4PDN1s79tgD9pA9ZmP2kh2yI3bMJkx2n3Yn3S/defQs+hyJSG5Ku51tz322E5H6Bdp6LUE=</latexit>

Mandatory:

• probes

• summary statistics and
their settings

• terms in the covariance

• cosmology

• survey settings such as area,
number density or shape noise

• bias model

• intrinsic alignment parameters

• HoD model and parameters

Optional:

• power spectrum model

• precision parameters

<latexit sha1_base64="tcnoCQGlls0UbYp2njKSJNVv2JI=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbBVZkp+FgW3bisYB/QDiWTZtrQTDIkd4RSCm78FTcuFHHrT7jzb8y0s9DWA4HDOfeSe06YCG7A876dwsrq2vpGcbO0tb2zu+fuHzSNSjVlDaqE0u2QGCa4ZA3gIFg70YzEoWCtcHST+a0Hpg1X8h7GCQtiMpA84pSAlXruEVUSCJcGJwSGBoPCERfMYBX13LJX8WbAy8TPSRnlqPfcr25f0TRmEqggxnR8L4FgQjRwKti01E0NSwgdkQHrWCpJzEwwmWWY4lOr9HGktH0S8Ez9vTEhsTHjOLSTcXbpopeJ/3mdFKKrYMJlkgKTdP5RlIosaVYI7nPNKIixJYRqbm/FdEg0oWBrK9kS/MXIy6RZrfgXlfO7arl2nddRRMfoBJ0hH12iGrpFddRAFD2iZ/SK3pwn58V5dz7mowUn3zlEf+B8/gCd1JeB</latexit>

contains paths to files of

<latexit sha1_base64="Yiqzn3Gu1mDD+WC48WDGU1cyIBA=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbB1TBTpQpuim5cVrQP6Awlk6ZtaJIZkoxQhoIbf8WNC0Xc+hPu/Bsz7Sy09UDC4Zx7ufeeMGZUadf9tgpLyyura8X10sbm1vaOvbvXVFEiMWngiEWyHSJFGBWkoalmpB1LgnjISCscXWd+64FIRSNxr8cxCTgaCNqnGGkjde0DnyM9lDy9IzhT/MtTx8u+yqRrl13HnQIuEi8nZZCj3rW//F6EE06Exgwp1fHcWAcpkppiRiYlP1EkRniEBqRjqECcqCCd3jCBx0bpwX4kzRMaTtXfHSniSo15aCqzjdW8l4n/eZ1E9y+ClIo40UTg2aB+wqCOYBYI7FFpTmdjQxCW1OwK8RBJhLWJrWRC8OZPXiTNiuNVnertWbl2lcdRBIfgCJwAD5yDGrgBddAAGDyCZ/AK3qwn68V6tz5mpQUr79kHf2B9/gBzCJa/</latexit>

Section 3.1 3.2

<latexit sha1_base64="Yiqzn3Gu1mDD+WC48WDGU1cyIBA=">AAACA3icbVDLSgMxFM3UV62vUXe6CRbB1TBTpQpuim5cVrQP6Awlk6ZtaJIZkoxQhoIbf8WNC0Xc+hPu/Bsz7Sy09UDC4Zx7ufeeMGZUadf9tgpLyyura8X10sbm1vaOvbvXVFEiMWngiEWyHSJFGBWkoalmpB1LgnjISCscXWd+64FIRSNxr8cxCTgaCNqnGGkjde0DnyM9lDy9IzhT/MtTx8u+yqRrl13HnQIuEi8nZZCj3rW//F6EE06Exgwp1fHcWAcpkppiRiYlP1EkRniEBqRjqECcqCCd3jCBx0bpwX4kzRMaTtXfHSniSo15aCqzjdW8l4n/eZ1E9y+ClIo40UTg2aB+wqCOYBYI7FFpTmdjQxCW1OwK8RBJhLWJrWRC8OZPXiTNiuNVnertWbl2lcdRBIfgCJwAD5yDGrgBddAAGDyCZ/AK3qwn68V6tz5mpQUr79kHf2B9/gBzCJa/</latexit>

Section 3.1 3.2

<latexit sha1_base64="Skzgl4R/acCMKTCtlUU9rJnZMs0=">AAAB/nicbVDLSgMxFM34rPU1Kq7cBIvgapixUgU3RTcuK9oHdIaSSTNtaJIZkoxQhoK/4saFIm79Dnf+jZl2Ftp6IHA4515y7gkTRpV23W9raXlldW29tFHe3Nre2bX39lsqTiUmTRyzWHZCpAijgjQ11Yx0EkkQDxlph6Ob3G8/EqloLB70OCEBRwNBI4qRNlLPPvQ50kPJs3uCc8W/qjrVSc+uuI47BVwkXkEqoECjZ3/5/RinnAiNGVKq67mJDjIkNcWMTMp+qkiC8AgNSNdQgThRQTaNP4EnRunDKJbmCQ2n6u+NDHGlxjw0k3lYNe/l4n9eN9XRZZBRkaSaCDz7KEoZ1DHMu4B9Ks3VbGwIwpKarBAPkURYm8bKpgRv/uRF0jpzvJpTuzuv1K+LOkrgCByDU+CBC1AHt6ABmgCDDDyDV/BmPVkv1rv1MRtdsoqdA/AH1ucPz52VZQ==</latexit>

Section 3.3

<latexit sha1_base64="t6EU4bDIMX2WwY1Bje0O1E3vEKc=">AAAB/HicbVDLSgMxFM3UV62v0S7dBIvgqsxIqYKbohuXFe0DOkPJpJk2NMkMSUYYhvorblwo4tYPceffmGlnoa0HAodz7iXnniBmVGnH+bZKa+sbm1vl7crO7t7+gX141FVRIjHp4IhFsh8gRRgVpKOpZqQfS4J4wEgvmN7kfu+RSEUj8aDTmPgcjQUNKUbaSEO76nGkJ5Jn9wTninfVmA3tmlN35oCrxC1IDRRoD+0vbxThhBOhMUNKDVwn1n6GpKaYkVnFSxSJEZ6iMRkYKhAnys/m4Wfw1CgjGEbSPKHhXP29kSGuVMoDM5lHVcteLv7nDRIdXvoZFXGiicCLj8KEQR3BvAk4otLczFJDEJbUZIV4giTC2vRVMSW4yyevku553W3Wm3eNWuu6qKMMjsEJOAMuuAAtcAvaoAMwSMEzeAVv1pP1Yr1bH4vRklXsVMEfWJ8/5TKU8Q==</latexit>

Section 4

<latexit sha1_base64="loKOrfLwR37V5voJmQJGyzIkUv4=">AAAB/HicbVDLSgMxFM3UV62v0S7dBIvgqsyIVsFN0Y3LivYBnaFk0kwbmmSGJCMMQ/0VNy4UceuHuPNvzLSz0NYDgcM595JzTxAzqrTjfFulldW19Y3yZmVre2d3z94/6KgokZi0ccQi2QuQIowK0tZUM9KLJUE8YKQbTG5yv/tIpKKReNBpTHyORoKGFCNtpIFd9TjSY8mze4Jzxbs6nw7smlN3ZoDLxC1IDRRoDewvbxjhhBOhMUNK9V0n1n6GpKaYkWnFSxSJEZ6gEekbKhAnys9m4afw2ChDGEbSPKHhTP29kSGuVMoDM5lHVYteLv7n9RMdXvoZFXGiicDzj8KEQR3BvAk4pNLczFJDEJbUZIV4jCTC2vRVMSW4iycvk85p3W3UG3dnteZ1UUcZHIIjcAJccAGa4Ba0QBtgkIJn8ArerCfrxXq3PuajJavYqYI/sD5/AOa3lPI=</latexit>

Section 5
<latexit sha1_base64="WiC87CXzRlm8fuFrA2zb2+puBxo=">AAAB/nicbVBPS8MwHE3nvzn/VcWTl+AQPJV26BS8DL14nOjmYC0jzdItLElLkgqjDPwqXjwo4tXP4c1vY7r1oJsPAo/3fj/yfi9MGFXadb+t0tLyyupaeb2ysbm1vWPv7rVVnEpMWjhmseyESBFGBWlpqhnpJJIgHjLyEI6uc//hkUhFY3GvxwkJOBoIGlGMtJF69oHPkR5Knt0RnCv+5ZlTm/Tsquu4U8BF4hWkCgo0e/aX349xyonQmCGlup6b6CBDUlPMyKTip4okCI/QgHQNFYgTFWTT+BN4bJQ+jGJpntBwqv7eyBBXasxDM5mHVfNeLv7ndVMdXQQZFUmqicCzj6KUQR3DvAvYp9JczcaGICypyQrxEEmEtWmsYkrw5k9eJO2a49Wd+u1ptXFV1FEGh+AInAAPnIMGuAFN0AIYZOAZvII368l6sd6tj9loySp29sEfWJ8/0SaVZg==</latexit>

Section 5.2
<latexit sha1_base64="e4C2DNEapC7NRxmo+l6rsIdlQhI=">AAAB/nicbVDLSgMxFM34rPU1Kq7cBIvgapjxUQU3RTcuK9oHdIaSSTNtaJIZkoxQhoK/4saFIm79Dnf+jZl2Ftp6IHA4515y7gkTRpV23W9rYXFpeWW1tFZe39jc2rZ3dpsqTiUmDRyzWLZDpAijgjQ01Yy0E0kQDxlphcOb3G89EqloLB70KCEBR31BI4qRNlLX3vc50gPJs3uCc8W/OndOx1274jruBHCeeAWpgAL1rv3l92KcciI0ZkipjucmOsiQ1BQzMi77qSIJwkPUJx1DBeJEBdkk/hgeGaUHo1iaJzScqL83MsSVGvHQTOZh1ayXi/95nVRHl0FGRZJqIvD0oyhlUMcw7wL2qDRXs5EhCEtqskI8QBJhbRormxK82ZPnSfPE8apO9e6sUrsu6iiBA3AIjoEHLkAN3II6aAAMMvAMXsGb9WS9WO/Wx3R0wSp29sAfWJ8/0quVZw==</latexit>

Section 5.3
<latexit sha1_base64="DOPEyvCYsoC7QYmlaBlAJI8byBY=">AAAB/nicbVDLSgMxFM34rPU1Kq7cBIvgapiRWgU3RTcuK9oHdIaSSTNtaJIZkoxQhoK/4saFIm79Dnf+jZl2Ftp6IHA4515y7gkTRpV23W9raXlldW29tFHe3Nre2bX39lsqTiUmTRyzWHZCpAijgjQ11Yx0EkkQDxlph6Ob3G8/EqloLB70OCEBRwNBI4qRNlLPPvQ50kPJs3uCc8W/Oneqk55dcR13CrhIvIJUQIFGz/7y+zFOOREaM6RU13MTHWRIaooZmZT9VJEE4REakK6hAnGigmwafwJPjNKHUSzNExpO1d8bGeJKjXloJvOwat7Lxf+8bqqjyyCjIkk1EXj2UZQyqGOYdwH7VJqr2dgQhCU1WSEeIomwNo2VTQne/MmLpHXmeDWndlet1K+LOkrgCByDU+CBC1AHt6ABmgCDDDyDV/BmPVkv1rv1MRtdsoqdA/AH1ucP1DCVaA==</latexit>

Section 5.4

<latexit sha1_base64="9pP4I2jPjPdOLpNnLzLNtARGNw0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjUgU3rW5cVrAP6Awlk0nb0CQzJBmxDsVfceNCEbf+hzv/xkw7C209EDiccy/35AQxo0o7zrdVWFpeWV0rrpc2Nre2d+zdvZaKEolJE0cskp0AKcKoIE1NNSOdWBLEA0baweg689v3RCoaiTs9jonP0UDQPsVIG6lnH3gc6aHkaT2OiQjpg3dZn/TsslNxpoCLxM1JGeRo9OwvL4xwwonQmCGluq4Taz9FUlPMyKTkJYrECI/QgHQNFYgT5afT9BN4bJQQ9iNpntBwqv7eSBFXaswDM5llVfNeJv7ndRPdv/BTKuJEE4Fnh/oJgzqCWRUwpJJgzcaGICypyQrxEEmEtSmsZEpw57+8SFqnFbdaqd6elWtXeR1FcAiOwAlwwTmogRvQAE2AwSN4Bq/gzXqyXqx362M2WrDynX3wB9bnD707lWw=</latexit>

Appendix A
<latexit sha1_base64="9pP4I2jPjPdOLpNnLzLNtARGNw0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjUgU3rW5cVrAP6Awlk0nb0CQzJBmxDsVfceNCEbf+hzv/xkw7C209EDiccy/35AQxo0o7zrdVWFpeWV0rrpc2Nre2d+zdvZaKEolJE0cskp0AKcKoIE1NNSOdWBLEA0baweg689v3RCoaiTs9jonP0UDQPsVIG6lnH3gc6aHkaT2OiQjpg3dZn/TsslNxpoCLxM1JGeRo9OwvL4xwwonQmCGluq4Taz9FUlPMyKTkJYrECI/QgHQNFYgT5afT9BN4bJQQ9iNpntBwqv7eSBFXaswDM5llVfNeJv7ndRPdv/BTKuJEE4Fnh/oJgzqCWRUwpJJgzcaGICypyQrxEEmEtSmsZEpw57+8SFqnFbdaqd6elWtXeR1FcAiOwAlwwTmogRvQAE2AwSN4Bq/gzXqyXqx362M2WrDynX3wB9bnD707lWw=</latexit>

Appendix A

<latexit sha1_base64="9pP4I2jPjPdOLpNnLzLNtARGNw0=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCqzIjUgU3rW5cVrAP6Awlk0nb0CQzJBmxDsVfceNCEbf+hzv/xkw7C209EDiccy/35AQxo0o7zrdVWFpeWV0rrpc2Nre2d+zdvZaKEolJE0cskp0AKcKoIE1NNSOdWBLEA0baweg689v3RCoaiTs9jonP0UDQPsVIG6lnH3gc6aHkaT2OiQjpg3dZn/TsslNxpoCLxM1JGeRo9OwvL4xwwonQmCGluq4Taz9FUlPMyKTkJYrECI/QgHQNFYgT5afT9BN4bJQQ9iNpntBwqv7eSBFXaswDM5llVfNeJv7ndRPdv/BTKuJEE4Fnh/oJgzqCWRUwpJJgzcaGICypyQrxEEmEtSmsZEpw57+8SFqnFbdaqd6elWtXeR1FcAiOwAlwwTmogRvQAE2AwSN4Bq/gzXqyXqx362M2WrDynX3wB9bnD707lWw=</latexit>

Appendix A

Fig. A.1. General flowchart of the OneCovariance code. Green boxes indicate files which are fed to the code (visit the readthedocs webpage,
https://onecovariance.readthedocs.io/en/latest/index.html, for a more detailed discussion). Dashed lines/arrows indicate that files or functionalities
are included but not inherited. Solid arrows instead indicate inheritance. Each blue box indicates a python module in the form of a class with the
corresponding name. The red box is a C++ class wrapped into python with pybind to carry out some of the heavy lifting in the code. Section
numbers indicate where the corresponding equations and description of the content of each module can be found in the paper.

Appendix A: Code structure

The general code structure is depicted in the flowchart of Figure A.1. Dashed black arrows provide input, while solid black arrows
indicate inheritance. Each blue square is a class object in the code, while green boxes indicate input files and their description. Here
we will give a brief explanation of each of the different modules and inputs to provide an idea of the philosophy of the code.

Input, FileInput and configuration files
In the code, users specify all parameters through the configuration file, encompassing cosmological, HOD, bias, precision, and
other parameters, as well as settings for considered summary statistics or survey specifications. Certain inputs, such as the redshift
distribution of sources and lenses, are handled through input files, which are mandatory. While some settings are mandatory,
others have default values. The Input and FileInput classes play a crucial role in managing user input. They communicate with
the user to ensure that all mandatory information is provided and that settings are compatible. Upon reading all information from
the configuration file via the Input class, variables are stored in dictionaries and passed to the FileInput class. Subsequently, the
FileInput class reads in all specified files and stores them in a specified dictionary. These dictionaries containing all necessary
information are then passed through the code. It is worth noting that any input-related messages or warnings include factors of
ℎ in the units, where applicable.
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Setup
The Setup class sets the cosmology via the astropy library (Astropy Collaboration et al. 2022) and contains a lot of auxiliary
functions which are called later in the code, such as the mode calculation of the survey footprint or the binning of the number
of pairs. Furthermore, it contains a lot of the functionality to perform consistency checks of the input parameters, for example
whether the 𝑘 range is large enough to support a required multipole range.

HOD and HaloModel
In the HOD class, all the components of the HOD and CSMF (Section 3.2) are defined. This class is then instantiated in
the HaloModel class, where all the halo model quantities are implemented (see Section 3.1). For the halo mass function
calculations, the hmf package (Murray et al. 2013) is used. All quantities are calculated on a grid in 𝑘 at a single redshift.

PolySpectra
Uses the functionality of the HaloModel class together with the perturbation theory kernels to calculate all power spectra, their
responses and trispectra in Fourier space (Section 3.3) for all observables considered at a single redshift. Up to this point, all
calculations are completely independent of any survey specifications. Quantities in this class live on a 𝑘-grid (𝑘1 and 𝑘2 in the
case of trispectra) and are eventually divided into stellar mass bins if required.

CovELLSpace
Carries out the projections from 3-dimensional Fourier space to harmonic space as described in Section 4. The code inherits
the functionality from the PolySpectra class, updates all the quantities which depend on redshift and creates splines for the
line-of-sight integration. It is here where the survey specifications enter the stage via the redshift distribution, survey mask etc.
The CovELLSpace is also the first class which can produce a covariance matrix. All covariance matrix elements are stored in
numpy arrays.

Integrators
The red box in the middle of Figure A.1 is an external C++ code which has been wrapped into python for the numerical
integration of the highly oscillatory integrals. For the Bessel functions occurring in some of the Fourier weights, we use either
cquad from the Gnu Scientific Library (GSL) or Levin’s method (Levin 1996; Zieser & Merkel 2016; Spurio Mancini et al.
2018; Leonard et al. 2023). The latter is in particular used for large 𝜃, i.e. when many oscillations of the Bessel function are
crossed. In particular, we use cquad only when there are less than 100 extrema of the Bessel functions in the integral domain.
For most of the Fourier weights, however, Levin’s method is not applicable as it requires an analytic relation between the
oscillatory part of the integral and its derivative. This is only given via the recurrence relations of the Bessel functions, but not
for the Fourier filter functions. Therefore, the integration domain is simply split into different intervals, each covering roughly
a specified (in the configuration file) number of extrema of the Filter functions. These integrals are then again evaluated using
cquad. The integrator is parallelised over all combinations of tomographic bins and can therefore benefit greatly from a large
number of cores. Convergence of the integrals is reached if the final result does not change by a user-specified relative amount.

CovBandPowers, CovThetaSpace and CovCOSEBI
The BandPowers, ThetaSpace and COSEBI classes all work in the same way. They use the harmonic space expressions
and map them into the desired 𝐿, 𝜃 or 𝑛-range respectively (Section 5.3, Section 5.2 and Section 5.4) as specified in the
configuration file with all Fourier and real space filter functions computed internally. The main method in this class is always
the calc_covbandpowers method (and similarly for the other classes). They provide lists of 10 arrays containing all unique
combinations of probes for a standard 3 × 2 analysis17 with the different covariance matrix components.

ARBsummary
This class works in principle in the same way as the previous classes for the covariance calculation, however, it does not calculate
any filters (see Equations 51 and 55) for the summary statistics internally but requires them to be passed as file inputs via the
configuration file. It is therefore completely agnostic to the kind of summary statistic which is passed. In particular, you can
combine different summary statistics and also check the consistency between summary statistics of different probes via this class
by just passing two kinds of Fourier and real space filters for each summary statistic.

Output
The last class of the code just takes the list of covariance matrix entries computed by one of the previous four classes and does
three things. It writes this long list of all components into a file, depending on the setting they can be split into ‘sva’, ‘mix’, ‘sn’,
‘SSC’, ‘nG’ and ‘cov’ (the sum of all) or just ‘gauss’, ‘SSC’, ‘nG’ and ‘cov’. The order of the elements can be specified so that
either the spatial index is the fastest or the slowest varying index. Secondly, the long list is brought into a matrix format, which
is also written into a file. Here the order of the indices is always probe, bin index, and spatial index labelled from the slowest to
the fastest. Lastly, this matrix is also used to create a plot of the correlation coefficient.

The code is executed by just running the main script python covariance.py your_config.ini. It will then go through the flowchart
depending on the settings you have chosen and communicate via the terminal until it concludes with the output.

17 Ten because it includes B modes for lensing. Instead, for pure 𝐶ℓ ,
there are only six.
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Appendix B: Spherical harmonic decomposition

A 2-dimensional field 𝑎( �̂�) can be expanded in a spherical harmonic basis:

𝑎( �̂�) =
∑︁
ℓ,𝑚

𝑎
ℓ𝑚

Y
ℓ𝑚

( �̂�) . (B.1)

The spherical harmonics, Y
ℓ𝑚

( �̂�), satisfy the orthogonality relation:∫
dΩ𝑛Y

ℓ1𝑚1
( �̂�)Y∗

ℓ2𝑚2
( �̂�) = 𝛿K

ℓ1ℓ2
𝛿K
𝑚1𝑚2 , (B.2)

with the solid angle element dΩ𝑛 associated with �̂�. Furthermore, we will use the following Fourier space convention:

𝐴(𝒙) =
∫
𝒌
𝐴(𝒌)e−i𝒌 ·𝒙 B

∫
d3𝑘

(2π)3 𝐴(𝒌)e
−i𝒌 ·𝒙 . (B.3)

With this definition, the Fourier components of statistically homogeneous fields have the following 𝑛-point statistics

⟨𝐴1 (𝒌1, 𝜒1) . . . 𝐴1 (𝒌𝑛, 𝜒𝑛)⟩ = (2π)3𝑃𝐴1...𝐴𝑛
(𝒌1, 𝜒1, . . . , 𝒌𝑛, 𝜒1, . . . , 𝜒𝑛)𝛿 (3)D (𝒌1...𝑛) , (B.4)

where 𝒌1...𝑛 B 𝒌1 + · · · + 𝒌𝑛. Using the Rayleigh expansion, the exponential can be written as

ei𝒌 ·𝒙 = 4π
∑︁
ℓ,𝑚

iℓ 𝑗
ℓ
(𝑘𝑥)Y

ℓ𝑚
( �̂�)Y∗

ℓ𝑚( �̂�) , (B.5)

where 𝑥 = |𝒙 | is the absolute value and �̂� the angular part of the vector 𝒙, likewise for 𝒌.

Appendix C: Polyspectra on the sphere

Expanding the expression using Equation (B.1), Equation (B.4) and Equation (B.5) yields:〈
𝑎1ℓ1𝑚1

. . . 𝑎𝑛ℓ𝑛𝑚𝑛

〉
= (i)ℓ1·𝑛 (2π)3

𝑛∏
𝛼=1

(
4π

∫
d𝜒𝛼 𝑊𝐴𝛼

(𝜒𝛼)
∫

𝑘2
𝛼d𝑘𝛼
(2π)3 dΩ𝑘𝛼 𝑗ℓ𝛼 (𝑘𝛼𝜒𝛼)𝑌 ∗

ℓ𝛼𝑚𝛼
( �̂�𝛼)

)
× 𝑃𝐴1...𝐴𝑛

(𝒌1, . . . , 𝒌𝑛)𝛿 (3)D (𝒌1...𝑛) , (C.1)
where we carried out the angular integrals dΩ𝑛𝑖 and used the orthonormality of the spherical harmonics. Angular integrations over
spherical harmonics are trivially evaluated casting Equation (C.1) into a form respecting rotational symmetries. For Equation (8) this
is for example realised by the diagonality in ℓ and 𝑚. To make further progress, we expand the delta distribution into plane waves as
well:〈
𝑎1ℓ1𝑚1

. . . 𝑎𝑛ℓ𝑛𝑚𝑛

〉
= (i)ℓ1·𝑛 (2π)3

𝑛∏
𝛼=1

(
(4π)2

∫
d𝜒𝛼 𝑊𝐴𝛼

(𝜒𝛼)
∫

𝑘2
𝛼d𝑘𝛼
(2π)3 dΩ𝑘𝛼 𝑗ℓ𝛼 (𝑘𝛼𝜒𝛼) 𝑗ℓ𝛼 (𝑘𝛼𝑥)𝑌 ∗

ℓ𝛼𝑚𝛼
( �̂�𝛼)

)
× 𝑃𝐴1...𝐴𝑛

(𝒌1, . . . , 𝒌𝑛)
𝑛∏

𝛽=1

∑︁
ℓ̃𝛽�̃�𝛽

(i)ℓ̃𝛽H �̃�1...�̃�𝑛

ℓ1...ℓ̃𝑛

∫
𝑥2d𝑥 𝑗ℓ̃𝛽 (𝑘𝛽𝑥)𝑌ℓ̃𝛽�̃�𝛽

( �̂�𝛽) . (C.2)

Here we defined the integral over spherical harmonics:

H𝑚1...𝑚𝑛

ℓ1...ℓ𝑛
≡
∫

dΩ𝑥

𝑛∏
𝛼=1

𝑌ℓ𝛼𝑚𝛼
(�̂�) , (C.3)

which can be decomposed into integrals over two and three spherical harmonics using

𝑌ℓ1𝑚1 (�̂�)𝑌ℓ2𝑚2 (�̂�) =
∑︁
ℓ𝑚

𝑐ℓ𝑚 (ℓ1, ℓ2, 𝑚1, 𝑚2)𝑌ℓ𝑚(�̂�) , (C.4)

with the Klebsch-Gordon coefficients
𝑐ℓ𝑚(ℓ1, ℓ2, 𝑚1, 𝑚2) = (−1)𝑚G𝑚1𝑚2−𝑚

ℓ1ℓ2ℓ
(C.5)

and the Gaunt integral 𝐺𝑚1𝑚2𝑚3
ℓ1ℓ2ℓ3

:

G𝑚1𝑚2𝑚3
ℓ1ℓ2ℓ3

=

∫
dΩ𝑥𝑌ℓ1𝑚1 (�̂�)𝑌ℓ2𝑚2 (�̂�)𝑌ℓ3𝑚3 (�̂�) =

√︂
(2ℓ1 + 1) (2ℓ2 + 1) (2ℓ3 + 1)

4π

(
ℓ1 ℓ2 ℓ3
0 0 0

) (
ℓ1 ℓ2 ℓ3
𝑚1 𝑚2 𝑚3

)
. (C.6)

The angular poly spectrum, P𝑎1...𝑎𝑛
ℓ1...ℓ𝑛

, is then defined via〈
𝑎1ℓ1𝑚1

. . . 𝑎𝑛ℓ𝑛𝑚𝑛

〉
= H𝑚1...𝑚𝑛

ℓ1...ℓ𝑛
P𝑎1...𝑎𝑛
ℓ1...ℓ𝑛

. (C.7)

For 𝑛 = 2, 3 the functional form of the angular polyspectrum is completely fixed by rotational symmetry since the integral over Ω𝑘

can always be evaluated.
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Appendix D: Flat sky approximation

For computational simplicity, one often relies not on a spherical harmonic decomposition but rather a flat two-dimensional discrete
Fourier transform by replacing the directional vector �̂� by a unit vector in the flat sky 𝜽 ⊥ �̂�𝑧 . In this flat sky, one can decompose the
projected field 𝑎 into Fourier modes �̃�

𝑎(𝜽) = 1
𝐴s

∑︁
ℓ

�̃�ℓ e−iℓ·𝜽 , (D.1)

where 𝐴s is the area of the flat sky patch. The sum runs over all ℓT = 2π/
√
𝐴s (𝑖𝑥 , 𝑖𝑦), where 𝑖𝑥 , 𝑖𝑦 ∈ N. For 𝐴s → ∞ we can replace

the discrete by a continuous Fourier transformation, such that

𝑎(𝜽) =
∫

d2ℓ �̃�ℓ e−iℓ·𝜽 . (D.2)

The corresponding angular power spectra are defined via

⟨𝑎1ℓ1𝑎2ℓ2⟩ = 𝐴s𝛿
K
ℓ1−ℓ2

P𝑎1𝑎2 (ℓ1) , ⟨𝑎1ℓ1𝑎2ℓ2⟩ = (2π)2𝛿D (ℓ1 − ℓ2)P𝑎1𝑎2 (ℓ1) (D.3)

for the discrete and continuous cases respectively, where 𝛿D (𝒙 − 𝒚) is the Dirac 𝛿-distribution. Higher-order correlators follow
analogously.

Appendix E: Halo profiles

For an NFW profile (Navarro et al. 1997) the Fourier transform assumes the following form:

�̃�(𝑘 |𝑀, 𝑧) = cos(𝑘𝑟s) [Ci(𝑘 (1 + 𝑐)𝑟s) − Ci(𝑘𝑟s)] −
sin(𝑐𝑘𝑟s)
𝑘𝑟s (1 + 𝑐) +

sin(𝑘𝑟s) (Si(𝑘𝑟s (1 + 𝑐)) − Si(𝑘𝑟s))
1

1+𝑐 + ln(1 + 𝑐) − 1
, (E.1)

where Si(𝑥) and Ci(𝑥) are sine and cosine integrals. The scaling radius

𝑟s =
𝑟vir
𝑐

=

(
3𝑀

4πΔV �̄�m𝑐3

)1/3
, (E.2)

defines the empirical concentration relation 𝑐(𝑀), here ΔV is the virial overdensity. It should be noted that Equation (15) can, in
principle, include an integral over the concentration. However, assuming a mean relation between 𝑐 and 𝑀 , allows for analytic
integration. For the baseline functional form, we assume the relation provided in Duffy et al. (2008):

𝑐(𝑀, 𝑧) = 10.14
[

𝑀

2 × 1012ℎ−1𝑀⊙

]−0.81
(1 + 𝑧)−1.01 . (E.3)

Appendix F: Mixed term reconsidered

Note that the equations in Sect 5.2 for the mixed term Equation (66) and the non-Gaussian term assume the tracers to be uniformly
distributed. This will not be fulfilled when estimating the statistics in a realistic survey with a nontrivial angular mask and depth
variations across the survey footprint. Schneider et al. (2002) have derived the corresponding equations for the shear correlation
functions from which we reproduce the mixed term of 𝜉+ for a tomographic setup,

CovG,mix
[
𝜉
(𝑎2𝑎2 )
+ (𝜃1); 𝜉 (𝑎3𝑎4 )

+ (𝜃2)
]
≡

𝜎2
𝜖1

𝑁
(𝑎1𝑎2 )
pair (𝜃1) 𝑁

(𝑎3𝑎4 )
pair (𝜃2)

(F.1)

×
[ 𝑁𝑎1 ,𝑁𝑎2 ,𝑁𝑎3∑︁

𝑖, 𝑗 ,𝑘

𝑤2
𝑖𝑤 𝑗𝑤𝑘 𝜉

(𝑎2𝑎3 )
+ (𝜃 𝑗𝑘) Δ𝜃1 (𝜃𝑖 𝑗 )Δ𝜃2 (𝜃𝑖𝑘) 𝛿K𝑎1𝑎4 + 3 perm.

]
, (F.2)

where the indices 𝑖, 𝑗 , 𝑘 stand for the individual galaxies having weights 𝑤𝑖 , the summation runs over all 𝑁𝑎𝑖 galaxies residing in
the 𝑎𝑖th tomographic redshift bin and Δ𝜃1 (𝜃𝑖 𝑗 ) denotes the angular bin selection function which is unity iff 𝜃𝑖 𝑗 ≡ |𝜽 𝑖 − 𝜽 𝑗 | ∈ 𝜃.

For an efficient evaluation of the triplet sums we proceed along the lines of Slepian & Eisenstein (2015) and decompose the
three-point correlator in its multipoles:

𝑀
(𝑎1𝑎2𝑎3 )
++ (𝜃1, 𝜃2, 𝜙) ≡

𝑁𝑎1 ,𝑁𝑎2 ,𝑁𝑎3∑︁
𝑖, 𝑗 ,𝑘

𝑤2
𝑖𝑤 𝑗𝑤𝑘 Δ𝜃1 (𝑖 𝑗) Δ𝜃2 (𝑖𝑘) 𝛿K𝜑𝑘 𝑗 𝜙

=
1

2π

∞∑︁
𝑛=−∞

𝑀
(𝑎1𝑎2𝑎3 )
++,𝑛 (𝜃1, 𝜃2) e−i𝑛𝜙 , (F.3)
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where 𝜑 𝑗𝑖 denotes the polar angle of 𝜽 𝑖 𝑗 , 𝜙 ≡ 𝜑𝑘𝑖 − 𝜑 𝑗𝑖 and the multipole components can be calculated as

𝑀
(𝑎1𝑎2𝑎3 )
++,𝑛 (𝜃1, 𝜃2) =

𝑁𝑎1∑︁
𝑖

𝑤2
𝑖 𝑐

(𝑎1𝑎2 )
𝑖,𝑛

(𝜃1)
(
𝑐
(𝑎1𝑎3 )
𝑖,𝑛

(𝜃2)
)∗

;

𝑐
(𝑎1𝑎2 )
𝑖,𝑛

(𝜃1) ≡
𝑁𝑎2∑︁
𝑗=1

𝑤 𝑗 e𝑖𝑛𝜑 𝑗𝑖 Δ𝜃1 (𝜃𝑖 𝑗 ) . (F.4)

To further speed up the computation we make use of the combined estimator method introduced in Porth et al. (2024) that amends
the equations presented here with grid-based methods for which the 𝑐

(𝑎1𝑎2 )
𝑖,𝑛

can be computed via FFTs.
Once the multipoles are computed, we can perform the numerical integral to obtain

𝑇
(𝑎1𝑎2𝑎3 )
++ (𝜃1, 𝜃2) ≡

∫ 2π

0
d𝜙 𝑀

(𝑎1𝑎2𝑎3 )
++ (𝜃1, 𝜃2, 𝜙) 𝜉 (𝑎2𝑎3 )

+ (𝜃3) , (F.5)

where we evaluate the shear correlation function at 𝜃3 =

√︃
𝜃2

1 + 𝜃2
2 − 2𝜃1𝜃2cos(𝜙). Plugging everything together we arrive at an

approximation of Equation (F.1) in which 𝜉+ is not evaluated for every triplet, but instead the mean distance across the bin is taken18,

CovG,mix

[
𝜉
(𝑎2𝑎2 )
+ (𝜃1); 𝜉 (𝑎3𝑎4 )

+ (𝜃2)
]
≈

𝜎2
𝜖1

𝑁
(𝑎1𝑎2 )
pair (𝜃1) 𝑁

(𝑎3𝑎4 )
pair (𝜃2)

[
𝑇
(𝑎1𝑎2𝑎3 )
++ (𝜃1, 𝜃2) 𝛿K𝑎1𝑎4 + 3 perm.

]
. (F.6)

Performing similar computations we can also work out a multipole-based decomposition for the mixed covariance of 𝜉−:

CovG,mix

[
𝜉 (𝑎2𝑎2 )
− (𝜃1); 𝜉 (𝑎3𝑎4 )

− (𝜃2)
]
≈

𝜎2
𝜖1

𝑁
(𝑎1𝑎2 )
pair (𝜃1) 𝑁

(𝑎3𝑎4 )
pair (𝜃2)

[
𝑇 (𝑎1𝑎2𝑎3 )
−− (𝜃1, 𝜃2) 𝛿K𝑎1𝑎4 + 3 perm.

]
, (F.7)

where the 𝑇−− are given as

𝑇 (𝑎1𝑎2𝑎3 )
−− (𝜃1, 𝜃2) ≡

∫ 2π

0
d𝜙 𝑀 (𝑎1𝑎2𝑎3 )

−− (𝜃1, 𝜃2, 𝜙) 𝜉 (𝑎2𝑎3 )
+ (𝜃3) ;

𝑀 (𝑎1𝑎2𝑎3 )
−− (𝜃1, 𝜃2, 𝜙) ≡

1
2

𝑁𝑎1∑︁
𝑖=1

𝑤2
𝑖

{
𝑐
(𝑎1 ,𝑎2 )
𝑖,4+𝑛 (𝜃1)

[
𝑐
(𝑎1 ,𝑎3 )
𝑖,4+𝑛 (𝜃2)

]∗
+ 𝑐

(𝑎1 ,𝑎2 )
𝑖,𝑛−4 (𝜃1)

[
𝑐
(𝑎1 ,𝑎3 )
𝑖,𝑛−4 (𝜃2)

]∗}
. (F.8)

Appendix G: Bandpowers

Band powers are angular averages over the angular power spectrum, Equation (8), and can as such make more use of the easier
calculations in harmonic space, while including effects of survey mask and finite coverage of scales more accessible. Generally, they
are defined as:

C(𝑎1𝑎2 ) (𝐿) B
1
N𝐿

∫
ℓdℓ 𝑆𝐿 (ℓ) P𝑎1𝑎2 (ℓ) , (G.1)

where 𝑆𝐿 is the band power response function and N𝐿 is the normalisation

N𝐿 =

∫
dℓ
ℓ
𝑆𝐿 (ℓ) , (G.2)

such that the band powers trace the angular power ℓ2P𝑎1𝑎2
ℓ

at the log-centered bins in 𝐿. Due to the orthogonality of the Bessel
functions, Equation (56) and Equation (57) can be inverted to express the band powers in terms of the real space correlation functions
𝑤, 𝛾t and 𝜉±. Thus, by using Equation (G.1), one finds (Schneider et al. 2002)

Cn𝑖n 𝑗
(𝐿) = π

N𝐿

∫
𝜃d𝜃 𝑇 (𝜃)𝑤 (𝑖 𝑗 ) (𝜃)𝑔𝐿+ (𝜃) , (G.3)

Cn𝑖 𝜖 𝑗 (𝐿) =
2π
N𝐿

∫
𝜃d𝜃 𝑇 (𝜃)𝛾 (𝑖 𝑗 )

t (𝜃)ℎ𝐿 (𝜃) , (G.4)

C𝜖𝑖 𝜖 𝑗E/B (𝐿) =
π

N𝐿

∫
𝜃d𝜃 𝑇 (𝜃)

[
𝜉
(𝑖 𝑗 )
+ (𝜃) 𝑔𝐿+ (𝜃) ± 𝜉 (𝑖 𝑗 )− (𝜃) 𝑔𝐿− (𝜃)

]
, (G.5)

18 For ensuring a higher accuracy one could also divide the 𝜃𝑖 into sub-
intervals which are then put into the corresponding (𝜃1, 𝜃2) combination.
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for GC, GGL and CS respectively. Where the E-mode corresponds to the sum and the B-mode to the difference. With ‘+’ corresponding
to J0, the kernels are given by

𝑔𝐿± (𝜃) =
∫

ℓ dℓ 𝑆𝐿 (ℓ) J0/4 (ℓ𝜃) , (G.6)

ℎ𝐿 (𝜃) =
∫

ℓ dℓ 𝑆𝐿 (ℓ) J2 (ℓ𝜃) . (G.7)

If the real-space correlation functions are only accessible over a finite range of angular separations, one apodises the kernels with a
Hann window (see Joachimi et al. 2021):

𝑇 (𝜃) =


cos2

(
π [𝑥−(𝑥lo+Δ𝑥/2) ]

2Δ𝑥

)
if 𝑥lo − Δ𝑥

2 ≤ 𝑥 < 𝑥lo + Δ𝑥

2

1 if 𝑥lo + Δ𝑥

2 ≤ 𝑥 < 𝑥up − Δ𝑥

2
cos2

(
π [𝑥−(𝑥up−Δ𝑥/2) ]

2Δ𝑥

)
if 𝑥up − Δ𝑥

2 ≤ 𝑥 < 𝑥up + Δ𝑥

2

0 else

, (G.8)

with 𝑥 = log 𝜃 and Δ𝑥 the logarithmic bandwidth. The apodisation is such that the lower and upper limit is centred on 𝑥lo = log 𝜃lo
and 𝑥up = log 𝜃up, respectively.

Here we chose the band power response to be a top hat between ℓlo,𝑙 and ℓup,𝑙 leading to a normalisation N𝑙 = ln
(
ℓup,𝑖/ℓlo,𝑖

)
and

a closed form for 𝑔𝐿± and ℎ𝐿:

𝑔𝐿+ (𝜃) =
1
𝜃2

[
𝜃ℓup,𝐿 J1 (𝜃ℓup,𝐿) − 𝜃ℓlo,𝐿 J1 (𝜃ℓlo,𝐿)

]
, (G.9)

𝑔𝐿− (𝜃) =
1
𝜃2

[
G− (𝜃ℓup,𝐿) − G− (𝜃ℓlo,𝐿)

]
, (G.10)

ℎ𝐿 = − 1
𝜃2

[
𝜃ℓup,𝐿J1 (𝜃ℓup,𝐿) − 𝜃ℓlo,𝐿J1 (𝜃ℓlo,𝐿) + 2J0 (𝜃ℓup,𝐿) − 2J0 (𝜃ℓlo,𝐿)

]
, (G.11)

where

G− (𝑥) =
(
𝑥 − 8

𝑥

)
J1 (𝑥) − 8J2 (𝑥) . (G.12)

Linking the band powers directly to the angular power spectra yields the final expressions

Cn𝑖n 𝑗
(𝐿) = 1

N𝐿

∫
ℓ dℓ𝑊𝐿

EE (ℓ) Pn𝑖n 𝑗
(ℓ) , (G.13)

Cn𝑖 𝜖 𝑗 (𝐿) =
1
N𝐿

∫
ℓ dℓ𝑊𝐿

nE (ℓ) Pn𝑖𝜖 𝑗 (ℓ) , (G.14)

C𝜖𝑖 𝜖 𝑗E (𝐿) =
1

2N 𝐿

∫
ℓ dℓ

[
𝑊𝐿

EE (ℓ) P𝜖𝑖 𝜖 𝑗 ,E (ℓ) +𝑊𝐿
EB (ℓ) P𝜖𝑖 𝜖 𝑗 ,B (ℓ)

]
, (G.15)

C𝜖𝑖 𝜖 𝑗B (𝐿) =
1

2N𝐿

∫
ℓ dℓ

[
𝑊𝐿

BE (ℓ) P𝜖𝑖 𝜖 𝑗 ,E (ℓ) +𝑊𝐿
BB (ℓ) P𝜖𝑖 𝜖 𝑗 ,B (ℓ)

]
, (G.16)

with kernels given by

𝑊𝐿
EE (ℓ) = 𝑊𝐿

BB (ℓ) =
∫

𝜃 d𝜃 𝑇 (𝜃)
[
J0 (ℓ𝜃) 𝑔𝐿+ (𝜃) + J4 (ℓ𝜃) 𝑔𝐿− (𝜃)

]
, (G.17)

𝑊𝐿
EB (ℓ) = 𝑊𝐿

BE (ℓ) =
∫

𝜃 d𝜃 𝑇 (𝜃)
[
J0 (ℓ𝜃) 𝑔𝐿+ (𝜃) − J4 (ℓ𝜃) 𝑔𝐿− (𝜃)

]
, (G.18)

𝑊𝐿
nE (ℓ) =

∫
𝜃 d𝜃 𝑇 (𝜃) J2 (ℓ𝜃) ℎ𝐿 (𝜃) . (G.19)

Appendix H: COSEBIs and 𝚿 statistics

The complete orthogonal sets of E/B-integrals (COSEBIs, Schneider et al. 2010) are summary statistics for CS, avoiding leakage
between E- and B-modes on a finite range of angular scales. These are discrete values and can be directly linked to the two-point
correlation functions:

𝐸
(𝑖 𝑗 )
𝑛 =

1
2

∫ 𝜃max

𝜃min

𝜃 d𝜃 [𝑇+𝑛 (𝜃) 𝜉 (𝑖 𝑗 )+ (𝜃) + 𝑇−𝑛 (𝜃) 𝜉 (𝑖 𝑗 )− (𝜃)] , (H.1)

𝐵
(𝑖 𝑗 )
𝑛 =

1
2

∫ 𝜃max

𝜃min

𝜃 d𝜃 [𝑇+𝑛 (𝜃) 𝜉 (𝑖 𝑗 )+ (𝜃) − 𝑇−𝑛 (𝜃) 𝜉 (𝑖 𝑗 )− (𝜃)] . (H.2)
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The filter functions 𝑇±𝑛 (𝜃) are defined for a given angular range, 𝜃 ∈ [𝜃min, 𝜃max]. Two families of COSEBIs have been used
in the past, linear-COSEBIs and log-COSEBIs, defining whether the oscillations of 𝑇± (𝜃) are linearly or logarithmically spaced
respectively. The COSEBIs are labelled by 𝑛 natural numbers, with filters having 𝑛 + 1 roots in their range of support. Here, we
employ log-COSEBIs, but the code can use any filter function. The theoretical model prediction for COSEBIs is given by

𝐸
(𝑖 𝑗 )
𝑛 =

∫ ∞

0

ℓ dℓ
2π

P𝜖𝑖 𝜖 𝑗 ,E (ℓ)𝑊𝑛 (ℓ) , (H.3)

𝐵
(𝑖 𝑗 )
𝑛 =

∫ ∞

0

ℓ dℓ
2π

P𝜖𝑖 𝜖 𝑗 ,B (ℓ)𝑊𝑛 (ℓ) , (H.4)

where the weight functions, 𝑊𝑛 (ℓ), are Hankel transforms of 𝑇± (𝜃)

𝑊𝑛 (ℓ) =
∫ 𝜃max

𝜃min

𝜃 d𝜃 𝑇+𝑛 (𝜃)J0 (ℓ𝜃) =
∫ 𝜃max

𝜃min

𝜃 d𝜃 T−n (𝜃)J4 (ℓ𝜃) . (H.5)

A very similar set of observables can be constructed for GGL and GC (Buddendiek et al. 2016; Asgari et al. 2021) to avoid including
physical scales outside [𝜃min, 𝜃max]. Similarly to the COSEBIs, they are defined as

Ψ
n𝑖n 𝑗

𝑚 =

∫ 𝜃max

𝜃min

𝜃 d𝜃 𝑈𝑚 (𝜃)𝑤 (𝑖 𝑗 ) (𝜃) (H.6)

Ψ
n𝑖 𝜖 𝑗
𝑚 =

∫ 𝜃max

𝜃min

𝜃 d𝜃 𝑄𝑚 (𝜃)𝛾 (𝑖 𝑗 )
t (𝜃) , (H.7)

so that 𝑈𝑚 (𝜃) is compensated and orthogonal and 𝑄𝑚 (𝜃) given by the expression:

𝑄𝑚 (𝜃) =
2
𝜃2

∫ 𝜃

0
𝜃′d𝜃′𝑈𝑚 (𝜃′) −𝑈𝑚 (𝜃) . (H.8)

Their respective Fourier counterparts are calculated in the same manner as the COSEBIs 𝐸-mode, Equation (H.3), with a Fourier
weight:

𝑊Ψ
𝑚 (ℓ) =

∫ 𝜃max

𝜃min

𝜃 d𝜃 𝑈𝑚 (𝜃)J0 (ℓ𝜃) =
∫ 𝜃max

𝜃min

𝜃 d𝜃 𝑄𝑚 (𝜃)J2 (ℓ𝜃) . (H.9)

Appendix I: Definition of Fourier and real space filters for summary statistics

As an example, we define the linear maps W𝐿 (ℓ) and R𝐿 (𝜃) for the three summary statistics considered in Section 5. For real space
correlation functions, one finds:

W2pcf
𝐿

(ℓ) =
©«
K0 (ℓ𝐿) 0 0 0

0 K2 (ℓ𝐿) 0 0
0 0 K0 (ℓ𝐿) K0 (ℓ𝐿)
0 0 K4 (ℓ𝐿) −K4 (ℓ𝐿)

ª®®¬ and R2pcf
𝐿

(𝜃) = 11
𝜃
π

(
𝜃 − 𝐿

Δ𝐿

)
. (I.1)

Here π is a top-hat filter centred around 𝐿 with bandwidth Δ𝐿. This includes the averaging over 𝜃 bins in the weights. For bandpowers
one finds:

WBP
𝐿 (ℓ) = π

N𝐿

©«
2𝑊𝐿

EE (ℓ) 0 0 0
0 2𝑊𝐿

nE (ℓ) 0 0
0 0 𝑊𝐿

EE (ℓ) 𝑊𝐿
EB (ℓ)

0 0 𝑊𝐿
EB (ℓ) 𝑊𝐿

BB (ℓ)

ª®®®¬ and RBP
𝐿 (𝜃) = π

N𝐿

𝑇 (𝜃)
©«
𝑔𝐿+ (𝜃) 0 0 0

0 2ℎ𝐿 (𝜃) 0 0
0 0 𝑔𝐿+ (𝜃) 𝑔𝐿− (𝜃)
0 0 𝑔𝐿+ (𝜃) −𝑔𝐿− (𝜃)

ª®®®¬ , (I.2)

and for COSEBIs:

WCOSEBI
𝐿 (ℓ) =

©«
𝑊Ψ

𝐿
(ℓ) 0 0 0

0 𝑊Ψ
𝐿
(ℓ) 0 0

0 0 𝑊𝐿 (ℓ) 0
0 0 0 𝑊𝐿 (ℓ)

ª®®®¬ and RCOSEBI
𝐿 (𝜃) = 1

2
©«
2𝑈𝐿 (𝜃) 0 0 0

0 2𝑄𝐿 (𝜃) 0 0
0 0 𝑇+𝐿 (𝜃) 𝑇−𝐿 (𝜃)
0 0 𝑇+𝐿 (𝜃) −𝑇−𝐿 (𝜃)

ª®®¬ , (I.3)

We now label components of vec(𝑪) (ℓ) with Latin indices and similar for W𝐿 (ℓ) and the summary statistic vec(O) (𝐿). Using
Equation (51) and Equation (45), Gaussian covariances which are not pure shot noise terms can be expressed as

CovG,sva

[
O𝑖 𝑗

𝑝1 ,𝐿1
O𝑚𝑛

𝑝2 ,𝐿2

]
=

1
2π max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∑︁
𝑞1 ,𝑞2

∫
ℓdℓ

(
W𝐿1 (ℓ)

)
𝑝1𝑞1

(
W𝐿2 (ℓ)

)
𝑝2𝑞2

(I.4)

×
[
P (𝑖𝑚) (ℓ)P ( 𝑗𝑛) (ℓ) + P (𝑖𝑛) (ℓ)P ( 𝑗𝑚) (ℓ)

]
𝑞1𝑞2

(I.5)
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where it is understood that the summary statistic 𝑖 is the one identified with the tracer combination 𝑎1, 𝑎2 and the same of 𝑗 and
𝑎3, 𝑎4. The shot noise term can then be calculated as

CovG,sn

[
O𝑖 𝑗

𝑝1 ,𝐿1
O𝑚𝑛

𝑝2 ,𝐿2

]
=
∑︁
𝑞

𝑁
𝑖 𝑗
𝑞

∫
𝜃2d𝜃
𝑛
𝑖 𝑗
𝑞 (𝜃)

(
R𝐿1 (𝜃)

)
𝑝1𝑞

(
R𝐿2 (𝜃)

)
𝑝2𝑞

[
𝛿K
𝑖𝑚𝛿

K
𝑗𝑛 + 𝛿K

𝑖𝑛𝛿
K
𝑗𝑚

]
, (I.6)

where 𝑛
𝑖 𝑗
𝑞 (𝜃) is the differential pair-count density and 𝑁

𝑖 𝑗
𝑞 the noise level in the 𝑞-th summary statistic and the 𝑖, 𝑗 tomographic bin

combination. Lastly, connected terms such as NG and SSC are given by

CovNG,sn

[
O𝑖 𝑗

𝑝1 ,𝐿1
O𝑚𝑛

𝑝2 ,𝐿2

]
=

1
4π2max(𝐴(𝑖 𝑗 ) 𝐴(𝑚𝑛) )

∑︁
𝑞1 ,𝑞2

∫
dℓ1 ℓ1

∫
dℓ2 ℓ2

(
W𝐿1 (ℓ1)

)
𝑝1𝑞1

(
W𝐿2 (ℓ2)

)
𝑝2𝑞2

(I.7)

×
∫ π

0

d𝜙ℓ
π

𝑇
(𝑖 𝑗 ) (𝑚𝑛)
𝑞1𝑞2 (ℓ1,−ℓ1, ℓ2,−ℓ2) ,

CovSSC,sn

[
O𝑖 𝑗

𝑝1 ,𝐿1
O𝑚𝑛

𝑝2 ,𝐿2

]
=

1
4π2

∫
dℓ1 ℓ1

∫
dℓ2 ℓ2

(
W𝐿1 (ℓ1)

)
𝑝1𝑞1

(
W𝐿2 (ℓ2)

)
𝑝2𝑞2

(
𝑇
(𝑖 𝑗 ) (𝑚𝑛)

SSC (ℓ1, ℓ2)
)
𝑞1𝑞2

. (I.8)
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